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Collection Services & Performance Data Investigator - new metrics
and other enhancements in 7.2
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Agenda

New Collection Services Metrics

Batch Model

System Monitoring

New PDI Perspectives

Enhanced Left Hand Navigation
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New Collection Services Metrics Overview

Collection Services Enhancements

Changed Files

Lug Requirements

- Number of spool files created by a job QAPMJOBOS

- Number of jobs submitted or spawned by a job QAPMJOBOS

- Activation group metrics per thread: Groups created and PGM / SRVPGM activations QAPMJOBMI
created QAPMJOBMI

- Temporary storage metrics per job: allocated, deallocated, max allowed, peak, current QAPMSYSTEM
- Temporary storage metrics for the system: OS, active jobs, ended jobs QAPMPOOLB

- Memory usage

Raid 10 support — new field to indicate level of mirrored protection. QAPMDISK
SSDs — New DSCAT value to identify unit is an SSD.

Log Sense commands — new fields for counts and response times

SQL Metrics

- Job level activity metrics plus connection data for server jobs QAPMJOBOS

- System level SQL CPU time. QAPMSYSTEM
- WRKSYSACT replaced DB CPU with SQL CPU QAITMON

- SQL plan cache collection category (*SQL) and file (QAPMSQLPC)

QAPMSQLPC (new)

System Monitor Support

New function and data provided by Collection Services to facilitate both monitoring and data

visualization via the IBM Navigator for i.

Batch Model
Analyze batch workloads and model changes in workload or resources

IBM Confidential
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Temporary Storage Accounting

= IBM i 7.2 now tracks temporary storage usage in a new way that will accurately account for
temporary storage for each job as well as accurately account for system functions that use
temporary objects not scoped to a job.

= Existing support for temporary storage tracking should not be confused with the new
support for temporary storage accounting.

= Temporary storage tracking
— Controlled by a bit in the object creation template
— Turning this bit on means the temporary storage will not be “tracked” to the process
(meaning that the object is not automatically destroyed when the process ends)

= Temporary storage accounting
— Controlled by a new unsigned 2-byte integer temporary storage accounting selector field
in the object creation template
— For most temporary objects, the new field will not be set and have a value of zero
» A zero value indicates that the temporary storage will be charged to the creating
process
— For temporary objects that are used beyond the scope of the creating process, the new
field should be set to a non-zero value
« A non-zero value identifies the global temporary storage accounting bucket to use to
track the storage for the temporary object

IBM Confidential © 2013 IBM Corporation
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Temporary Storage Accounting

Existing fields in QAPMJOBMI

JBPGA: Total number of 4096-byte units of temporary and permanent storage that have been allocated by
the thread since the thread started.

JBPGD: Total number of 4096-byte units of temporary and permanent storage that have been deallocated
by the thread since the thread started.

New fields in QAPMJOBMI

JBCURTMP: Current temporary storage. A snapshot of the total temporary storage charged to this job,
expressed in 4096-byte units.

JBPEAKTMP: Peak temporary storage. The largest value that the total temporary storage charged to this
job has ever been at any point within this job, expressed in 4096-byte units.

JBMAXTMP: Maximum temporary storage allowed. The largest value that peak temporary storage can be
without notifying the operating system, expressed in 4096-byte units. This field will be zero if the job is
allowed to use an unlimited amount of temporary storage.

JBTMPPGA: Total number of 4096-byte units of temporary storage that have been allocated by the thread
since the thread started.

JBTMPPGD: Total number of 4096-byte units of temporary storage that have been deallocated by the
thread since the thread started.

IBM Confidential © 2013 IBM Corporation
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Temporary Storage Accounting

New fields in QAPMSYSTEM

SYOSTMP: Current temporary storage allocated for non database operations by IBM i. A snapshot of the
total temporary storage currently allocated for non database operations across the system, expressed in
4096-byte units.

SYDBTMP: Current temporary storage allocated for database operations by IBM i. A snapshot of the total
temporary storage currently allocated for database operations across the system, expressed in 4096-byte
units.

SYAJOBTMP: Current temporary storage charged to active jobs. A snapshot of the total temporary storage
currently charged to active jobs, expressed in 4096-byte units.

SYEJOBTMP: Current temporary storage charged to ended jobs. A snapshot of the total temporary storage
currently charged to ended jobs, expressed in 4096-byte units.

SYUSERTMP: Current user temporary storage. A snapshot of the total user temporary storage currently
allocated, expressed in 4096-byte units. Only the user temporary storage not charged to any job is
accounted for here.

IBM Confidential © 2013 IBM Corporation
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Memory Usage

» Thread level (QAPMJOBMI):
—Pages marked easy to steal

= Storage pool level metrics (QAPMPOOLB):
—Page activity (4K & 64K pages)
» Pages aged
» Pages stolen
» Unused pages allocated
* Page outs
» Pageable pages
» Synchronous 1I/O operations
» Asynchronous I/O operations
» 64K pages created
* 64K pages broken up
— Affinity metrics — where pages are being allocated
» Page allocation attempts
» Page affinity preference success
» Page affinity preference misses in group
» Page affinity preference misses off group

IBM Confidential
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Job SQL Metrics (QAPMJOBOS)

= Job level activity metrics
— Number of SQL statements
— Number of SQL related database writes (logical)
— Number of SQL related database reads (logical)
— Number of SQL related database miscellaneous operations (logical)
— Number of SQL PAS compressions across all threads in this job
— Number of *SQLPKG compressions which were initiated by SQL activity in this job

= Connection metrics for SQL servers
(Optional information that a server may or may not provide. These fields will contain blank characters if the
job isn't a server, the server does not support this information, or the server is waiting for a connection to
be established. One server that does provide this information is the QSQSRVR SQL server mode server)
— Connected job name
— Connected job user
— Connected job number
— Connected thread identifier

© 2013 IBM Corporation
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SQL Plan Cache

= New collection category *SQL

= New file QAPMSQLPC

SQCURQRY Total number of queries currently active

SQCURPLN Total number of plans currently in the SQL plan cache

SQPCSIZE The current size (in megabytes) of the SQL plan cache

SQPCLIMIT The maximum size (in megabytes) that the SQL plan cache is allowed to be

SQPCTHRESH | The maximum size (shown as a percentage of the plan cache size limit) that
the SQL plan cache is allowed to be before DB2 automatically manages the
SQL plan cache and replaces older plans with new plans

SQCURSUBC | Total number of sub caches

SQCURMTI Total number of Maintained Temporary Indexes (MTIS)

SQCURPRUNL | Total number of pruning event listeners

SQCURROQ Total number of cached runtime objects (for queries) in the SQL plan cache

IBM Confidential © 2013 IBM Corporation
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SQL Plan Cache

SQCURTROQ Total number of cached runtime objects (for queries) in the SQL plan cache
which may have retained part or all of the query answer set in a temporary

copy
SQCURRROQ Total number of reusable runtime objects (for queries) in the SQL plan
cache
SQCURTEMP Total amount of temporary storage (in megabytes) associated with the SQL
plan cache
SQPLNBLT Number of plans built during the interval

SQORYRROQ Number of queries executed during the interval using runtime objects (for
gueries) where the runtime objects were candidates for being cached in the
SQL plan cache for reuse by the same or other jobs

SQQRYNRROQ | Number of queries executed during the interval using runtime objects (for
gueries) where the runtime objects cannot be cached in the SQL plan
cache

SQOQRYNOROQ | Number of queries executed during the interval where a plan in the SQL
plan cache was used but there were no cached runtime objects (for
gueries) available for use

SQPROBES Number of times the plan cache was probed during the interval

IBM Confidential © 2013 IBM Corporation
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SQL Plan Cache

SQMATCH Number of times a plan cache probe found a match during the interval

SQNOMATCH Number of times a plan cache probe was unable to find a match during the
interval

SQPCWAKE Number of times the plan cache woke up during the interval

SQPCNAP Number of times the plan cache fell asleep during the interval

SQPLNPRUN Number of plans pruned from the SQL plan cache during the interval due to
plan cache size

SQPLNRMV Number of obsolete plans removed from the SQL plan cache during the
interval

SQOPEN Number of full and pseudo opens that occurred during the interval

SQFOPEN Number of full opens that occurred during the interval

SQFOPENROQ | Number of full opens that occurred during the interval which used both a

plan and a cached runtime object from the SQL plan cache

IBM Confidential © 2013 IBM Corporation
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SQL Plan Cache

SQPOPNHCLS | Number of queries that were hard closed during the interval

SOQMTICRT Number of Maintained Temporary Indexes (MTIs) created during the
interval

SOQMTIDLT Number of Maintained Temporary Indexes (MTIs) deleted during the
interval

SQAQPWAKE Number of executing queries checked by Adaptive Query Processing
(AQP) during the interval

SQAQPRPL Number of runtime objects replaced because of Adaptive Query Processing
(AQP)

SQFULLOPT Number of full optimizations that occurred during the interval

SQREOPT Number of reoptimizations that occurred during the interval when valid

plans existed

IBM Confidential © 2013 IBM Corporation
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Batch Model

= Atool based on Collection Services performance data that predicts batch workload run
times, resources used, and duration of the “batch window”.

= Batch performance is important for many customers

= "What can | do to my system in order to meet my overnight batch run-time requirements?
(also known as the Batch Window) "

= What does it do?

« Helps you optimize workloads by locating times during the batch window when more
efficient job scheduling can improve total system throughput

« Models workload increases

 Predicts the changes in throughput that will result from hardware upgrades (processor or
disk)

« Predicts run times for individual workloads and the overall batch window

« Models batch workloads that are CPU or disk intensive

= How does it work?
. Links individual workloads together to create an ordered series of workloads
. Powered by an iterative analytic model that attempts to converge on a solution
« Predicts utilization, throughput and response time for each workload

IBM Confidential © 2013 IBM Corporation



IBM Power Systems

Batch Model

New function under Performance task in IBM Navigator for i

IBM® Navigator for i

B Performance &
Investigate Data
Manage Collections
= All Tasks
Active Jobs
Disk Status
Investigate Data
Manage Collections
Performance Management for Power Systgfns
Systemn Status
B Sizing B
[E Batch Model
Analyze Batch Mogél B
Batch Models
Calibrate Batch Model
Change Batch Model Calibration
Change Batch Model
Create Batch Model
Merge Batch Model
Reset Batch Model

m

Collections -
Performance Diata Reports
Collectors

IBM Confidential

Welcome

¥ | Batch Models

Batch *odels -

Welcome sbsmith

Target system: Help

(8=

=

...| Mo filter applied

& @

Name

5y B1

IS DEMOCOL
5 Q345184133
5y Q224063714
155 Q227224000
Iy Q224210624
5y Q224210625
ISy Q224210626
5 Q224210627
ISy Q231102103
ISy Q228195734
|5 Q226101358
ISy Q233211552
= 0232232930

Actions +

Library

BCHMDLTEST
BMDEMO
BMDEMO
EMPCPUOG
BMPCPUOG2
EMPCPU1
EMPCPUL
EMPCPU1
EMPCPU1
BEMPCPU1D
BEMPCPU1V1
BEMPCPU1V2
BMPCPU11

BRDD T CVFT

Type Status
Batch Model File Based Collection Complete
Batch Model File Based Collection Complete
Batch Model File Based Collection Complete
Batch Model File Based Collection Model Changed

» Analyze Batch Model

= Calibrate Batch Model

» Change Batch Model Calibration
= Change Batch Model

= Create Batch Model

= Merge Batch Model

» Reset Batch Model

© 2013 IBM Corporation
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Batch Model
Create Batch Model

Create a new Batch Model from an existing Collection Services File Based Collection

Welcome > Manage Collections >

Manage Collections

o |Eh~ @ Actons v

./ Name Library
(3% ...] 1 of 372 items shown. Clear filter
4 @ BCHDEMONDTA nDoLnCAan
Create Batch Model

Copy
Delete

Save

Investigate Data

Properties

IBM Confidential

Type St

Collection Services File Based Collection  Complete

Create Batch Model

Collection
*#Collection name: [BCHDEMODTA |_Browse...
Library: Use entry from below v
+|BCHDEMO
Options
+Batch model: [BCHDEMODTA
* Library: + From Library v | Browse...
Show IBM jobs: No W
Link jobs: Yes ¥

Batch job filter (milliseconds): |5000

Period Options:

(j\J All data
(@) Customize From: |4/5/2011 @ 1:15:00 PM Example: 12:30:00 PM
To: |4/5/2011 fzg| |5:30:00 PM Example: 12:30:00 PM
[ ok ] | cancel

© 2013 IBM Corporation
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Batch Model
Change Batch Model Calibration

Calibration is needed when the model was unable to accurately model the measured data

— Change storage configuration
— Change workload characteristics
— Move workloads

Welcome ¢ | Batch Models

o |~ [ Actons v

v Name Library
|3 ... 1 of 58 items shown. Clear filter

./ lsx BCHDEMODT
© /\ Change Model

Change Calibration
Merge

Copy

Delete

Save

Investigate Results

Properties

IBM Confidential

Type

Batch Model File Based Collection

Batch Models -

Status

Complete

A

Must be in
Complete Status

© 2013 IBM Corporation
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Batch Model
Change Batch Model Calibration

» Change Storage Configuration for:
— Unknown Disk Attachment Families

— Incorrectly categorized disk types (wrong family name, type, speed, or generation)

Storage Original Storage Configuration
Workloads ‘ | --- Select Action --- » |
| Select | Disk Attachment Family Name | Storage Type | Disk Speed (RPM) or Generation | Disk Type | Disk Model | Number of Disks |
‘ & UKNOWN MEASURED CCIN 577D ] HDD 15000 2107 0A86 282
1 UKNOWN MEASURED CCIN 577D} HDD 15000 2107 0AB4 384
B UKNOWN MEASURED CCIN 577D ] HDD 15000 2107 0A04 6 ‘

IBM Confidential
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Batch Model
Change Batch Model Calibration

= Change or Move Workloads

Change Batch Model Calibration - BCHDEMO/BCHDEMODTA

Storage
o | --- Select Action --- v |
'Select | Job Name | Job User | Job Number |Thread ID | Job Type |Job Priority | Growth Rate | Start Time | End Time
C v ACME000004 ») PO0000Z 006810 00000005 Batch 25 0% 4/5/11 1:22:38 PM 4/5/11 5:16:25 PM
] ACME00010 D000002Z 006817 00000002 Batch 52 0% 4/5/11 2:00:23 PM 4/5/11 2:11:36 PM
] ACMEO000028 2 USRO000002 006819 00000003 Batch 52 0% 4/5/11 2:11:49 PM 4/5/11 2:14:29 PM
] v ACMEO000005®] USR0000002 006824 00000004  Batch 52 0% 4/5/11 2:14:19 PM 4/5/11 2:16:05 PM
] ACME000075%2] USR0000002Z 006831 00000006 Batch 50 0% 4/5/11 2:16:05 PM 4/5/11 2:16:12 PM
[ ACME000048 %] USR0000002 006833 00000004 Batch 50 0% 4/5/11 3:13:57 PM 4/5/11 3:48:40 PM
| ACME000069 2] USRO000002Z 006834 00000007 Batch 50 0% 4/5/11 3:13:57 PM 4/5/11 3:34:51 PM
] ACME000117 2] USR0000002 006837 00000006 Batch 50 0% 4/5/11 3:13:58 PM 4/5/11 3:29:24 PM
O ACME000092 %] USR0O00000Z 006836 00000007 Batch 50 0% 4/5/11 3:13:58 PM 4/5/11 3:35:31 PM
| ACME000108 %) USR0O000002 006835 00000009 Batch 50 0% 4/5/11 3:13:58 PM 4/5/11 3:33:29 PM
Cl ACME0000352] USR0000002 006847 00000005 Batch 50 0% 4/5/11 4:20:58 PM 4/5/11 4:23:37 PM
] ACME000113%] USR0000002 006850 00000005 Batch 52 0% 4/5/11 4:26:47 PM 4/5/11 4:28:01 PM
] ACME000024 2] USR0O000002 006853 00000008 Batch 50 0% 4/5/11 4:28:52 PM 4/5/11 4:49:52 PM
] ACME000044 »] USR000000Z 006861 00000002 Batch 52 0% 4/5/11 4:28:52 PM 4/5/11 4:34:20 PM
] ACMEO000096 »} USR0000002Z 006862 00000002 Batch 52 0% 4/5/11 4:28:52 PM 4/5/11 5:05:24 PM
Page 1 of 5 [> 1 (o) Rows [15 g Total: 70 Selected: 0
_OK | cancel |
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Batch Model
Change Batch Model Calibration

Change Workload

Job name: [AcmE000004
Job user: |usrooo0002
Job number: [006810

Thread ID: [ooo00005

Job type: Batch >

Previous workload: None v

Job priority: 25

Growth rate(%): 0

Exceptional wait time (microseconds): (4604929931

Start time: [4/5/2011 @l 1:22:38 PM Example: 12:30:00 PM

End time: 4/5/11 5:16:25 PM

Workload Details Priority: 50
\Priority [StartTime  |EndTime | CPU Time(Mic , ’
253] 4/5/11 1:22:38 PM 4/5/11 1:25:00 PM 24466125 CPU-time: {microseconds): | SEFTEH
25] 4/5/11 1:25:00 PM 4/5/11 1:30:00 PM 46315139 Synchronous disk reads: 4951
ZSB 4/5/11 1:30:00 PM 4/5/11 1:35:00 PM 38574163 . .

z Synchronous disk writes: |[100

255 4/5/11 1:35:00 PM 4/5/11 1:40:00 PM 40510509
|25 4/5/11 1:40:00 PM 4/5/11 1:45:00 PM 40734767 Asynchronous disk reads: |68

Asynchronous disk writes: |47¢
Asynchronous 10 waits: 67

Can Change the fO"OWing: Interactive transactions: [p

. 2] faults:
= Priority i 1
Start time: |4/5/2011
= Job type
End time: 4/5/11 2:16:12 PM

= Exceptional wait time _ok ) [_cancel }

= Start time
IBM Confidential

Change Workload &

Change Workload Details

Change Workload Details

@l 2:16:05 PM Example: 12:30:00 PM

© 2013 IBM Corporation
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Batch Model
Change Batch Model Calibration

Use “Move Workload” if workloads are not linked correctly

Move Workload

Workload to Move

Job Name | Job User | Job Number | Thread ID | Job Type _| Job Priority | Growth Rate | Start Time | Enc
ACMEO00075 USR0000002 006831 00000006 Batch 50 0% 4/5/11 2:16:05 PM 4/5;

Total: 1

Where to Move

(") As head of an independent sequence

(@) As child of sequence

Select | Job Name | Job User | Job Number | Thread ID | Job Type | Job Priority | Growth Rate | Start Time
C v ACMEO000004 USR0000002 006810 00000005 Batch 25 0% 4/5/11 1:22:38 PM
C ACME000106 USR0000002 006817 00000002 Batch 52 0% 4/5/11 2:00:23 PM
C ACME000028 USR0000002 006819 00000003 Batch 52 0% 4/5/11 2:11:49 PM
0 ] ACME000005 ]usmoooooz 006824 ]ooooooo4 Batch 52 0% 4/5/11 2:14:19 PM
oS
Page 1 of 1 1 | Go Rows |4 = Total: 4 Selected: 1
[ OK | | 7E:anceili
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Batch Model
Calibrate Batch Model

Welcome X

Batch Models

Batch Models

& |

v

| .
=
-V

'/ IRy BCHDEMODFA——natummasn

ian v @ Actions v

Name Library
1 of 58 items shown. Clear filter

Change Calibration
\ Calibrate
' Merge

Copy

Delete

Save

| Properties

l

Type

Batch Model File Based Collection

Status

Calibration Changed

MUst be in
“Calibration Changed”
Status

Confirm Calibrate

Confirm Calibrate

The calibrate batch model action can be long running. It will begin immediately after pressing
the Ok button. Press the Cancel button if you wish to run the calibrate action later.

| OK ] | Cancel

IBM Confidential
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Batch Model
Change Batch Model

= Model workload growth, processor, storage, and/or other workload changes

Welcome > BatchModels X

@ [@v @ Actions ¥

Vi Name Library Type Status

2% ...] 1 of 58 items shown. Clear filter

V) I% BCHDEMODTA BCHPEMA Batch Model File Based Collection Complete
Change Model

A

Change Calibration
Merge
Copy

Delete

Must be in
Complete Status

Save

Investigate Results

Properties

IBM Confldentlal © 2013 IBM Corporation
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Batch Model
Change Batch Model — Growth

Change Batch Model - BCHDEMO/BCHDEMODTA

General Batch model: BCHDEMODTA
Library: BCHDEMO
Processor
Start date and time: 4/5/11 1:15:00 PM
Storage :
End date and time: 4/5/11 5:30:00 PM
R Workload growth rate(%): |o
Increase or decrease
Workload growth rate(%): ‘: - 5% |ncrease grovvth rate Of WOI‘k
Workload growth rate{%:): ’_5—| o 5% decrease done by a” JObS

IBM Confldentlal © 2013 IBM Corporation
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Batch Model

Change Batch Model — Processor

TR | oOriginal Processor Information
*T"cﬂ Model/Feature/Frequency/Cores: 570-9117-MMA 7388 5000 2-16
Stomga | Partitioning type: Partition dedicated processors
Number of virtual processors: 2
Processing units: 2.0
SMT enabled: Automatic

Maximum number of SMT hardware threads: 0

Model Processor Information
Model/Feature/Frequency/Cores: 570-9117-MMA 7388 5000 2-16 v

Partitioning type: Partition dedicated processors v

#Number of virtual processors: “2
#Processing units: lz

SMT enabled: Automatic ¥
Maximum number of SMT hardware threads: Io

IBM Co nﬁdentia_l © 2013 IBM Corporation
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Batch Model
Change Batch Model — Storage

= Add, Change, or Delete Disk Configurations

General Original Storage Configuration
= \Qifsr!(j}itjgagh[nent Family Name | storage Type | Disk Speed (RPM) or Generation | Number of Disks 1]
rocessor
Dual POWER6 Large Cached DAS HDD 15000 4
storage CCIN 571E HDD 15000 12
Workloads CCIN 571E HDD 15000 40
CCIN 571E HDD 15000 20 |
Model Storage Configuration
\ﬂ --- Select Action --- » |
| Select | Disk Attachment Family Name | storage Type | Disk Speed (RPM) or Generation | Number of Disks |
[ Dual POWERG Large Cached DAS®] HDD 15000 4
[T ccins571eR] HDD 15000 12
[T ccIn571ER] HDD 15000 40
[Fl CCIN 571E»] HDD 15000 20
Add Storage Change Storage
Disk attachment family name: pual PCIe2 Cached RAID SAS Adapter v  Disk attachment family name: Dpual POWERG Large Cached DAS v
Storage type: HDD ¥ Storage type: HDD ¥
Disk speed (RPM): 10000 ¥ Disk speed (RPM): 15000 ¥
#Number of disks: 1 #Number of disks: 4
| ok | | cancel | | OK | | cancel |

IBM Confldentlal © 2013 IBM Corporation
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Batch Model
Change Batch Model — Workloads

= Copy, Change, Delete, or Move Workloads

General

e | --- Select Action --- w |

Storage ‘ | Select | Job Name | Job User |JobNumber |Thread ID |Job Type |Job Priority | Growth Rate | Start Time | End Time

Workload O ¥ ACMEO000004 »] 000002 006810 00000005 Batch 25 0% 4/5/11 1:22:38 PM 4/5/11 5:16:25 PM
& ACMEO0001 D00000Z 006817 00000002 Batch 52 0% 4/5/11 2:00:23 PM 4/5/11 2:11:36 PM
£ ACMEO0000 D00000Z 006819 00000003 Batch 52 0% 4/5/11 2:11:49 PM 4/5/11 2:14:29 PM
[_ ¥ ACMEO000! D00000Z 006824 00000004 Batch 52 0% 4/5/11 2:14:19 PM 4/5/11 2:16:05 PM
] ACME0000752] USR0000002 006831 00000006 Batch 50 0% 4/5/11 2:16:05 PM 4/5/11 2:16:12 PM
[ ACME000048 2} USR0000002 006833 00000004 Batch 50 0% 4/5/11 3:13:57 PM 4/5/11 3:48:40 PM
] ACME000069 2] USR0000002 006834 00000007 Batch 50 0% 4/5/11 3:13:57 PM 4/5/11 3:34:51 PM
[ ACME0001172] USR0000002 006837 00000006 Batch 50 0% 4/5/11 3:13:58 PM 4/5/11 3:29:24 PM
| ACME000092 2] USR0000002 006836 00000007 Batch 50 0% 4/5/11 3:13:58 PM 4/5/11 3:35:31 PM
] ACME000108»] USR0000002 006835 00000009 Batch 50 0% 4/5/11 3:13:58 PM 4/5/11 3:33:29 PM
[ ACME000035%] USR0000002Z 006847 00000005 Batch 50 0% 4/5/11 4:20:58 PM 4/5/11 4:23:37 PM
£l ACME000113 2] USR0000002 006850 00000005 Batch 52 0% 4/5/11 4:26:47 PM 4/5/11 4:28:01 PM
M ACME000024%] USR0000002 006853 00000008 Batch 50 0% 4/5/11 4:28:52 PM 4/5/11 4:49:52 PM
] ACME000044 »] USR0000002 006861 00000002 Batch 52 0% 4/5/11 4:28:52 PM 4/5/11 4:34:20 PM
] ACME000096%] USR0000002Z 006862 00000002 Batch 52 0% 4/5/11 4:28:52 PM 4/5/11 5:05:24 PM

Page 1 of 5 |> [t o) Rows [15 g Total: 70 Selected: 0
&J Cancel
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Batch Model
Change Batch Model — Workloads

Change Workload

Job name: [acMEOO0004

Job user: |usroo00002

Job number: [oos810
Thread ID: |ooo00005
e = Change Workload &
Previous workload: None - Change Workload Deta”s
Job priority: 25
Growth rate(%): 0

Exceptional wait time (microseconds): 4604929931

Start time:

End time:
Workload Details
Priority | Start Time

[4/5/2011

4/5/11 5:16:25 PM

| End Time

| CPU Time(Mic

@l 1:22:38 PM Example: 12:30:00 PM

Change Workload Details

, Priority: s
253]%22:38 PM 4/5/11 1:25:00 PM 24466125
25 “25:00 PM 4/5/11 1:30:00 PM 46315139 CPU time (microseconds): |24466125
25] 4/5/11 1:30:00 PM 4/5/11 1:35:00 PM 38574163 ’
Synchronous disk reads: 2270
250 4/5/11 1:35:00 PM 4/5/11 1:40:00 PM 40510509
252] 4/5/11 1:40:00 PM 4/5/11 1:45:00 PM 40734767 Synchronous disk writes: |12726
25 4/5/11 1:45:00 PM 4/5/11 1:50:00 PM 43610680 )
25] 4/5/11 1:50:00 PM 4/5/11 1:55:00 PM 49414374 Asynchronous disk reads: |104548
25%] 4/5/11 1:55:00 PM 4/5/11 2:00:00 PM 40194465

Asynchronous disk writes: (424451

Can Change Asynchronous 10 waits: 00824
- PTiOTity = Reads/writes Interactive transactions: |
. Page faults: 2241
»Growth rate " 10 waits .
Start time: [4/5/2011 @ 1:22:38 PM Example: 12:30:00 PM
i = Tran ion
" Start time ansactions End time: 4/5/11 1:25:00 PM
» CPU time u Page faults | oKk | [ cancel

© 2013 IBM Corporation
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Batch Model
Change Batch Model — Workloads

= Unlink from all other workloads

= Change link to another workload

Move Workload

Workload to Move

| Job Name | Job User | Job Number | Thread ID | Job Type | Job Priority | Growth Rate

| Start Time | End

"ACME000075 USR0000002 006831 00000006 Batch 50 0%

4/5/11 2:16:05 PM 4/5/:

‘ Total: 1

L

Where to Move
(7) As head of an independent sequence

(@) As child of sequence

Select | Job Name | Job User | Job Number | Thread ID | Job Type | Job Priority | Growth Rate | Start Time
& v ACMEO00004 USR0000002 006810 00000005 Batch 25 0% 4/5/11 1:22:38 PM
@ ACMEO00106 USR0000002 006817 00000002 Batch 52 0% 4/5/11 2:00:23 PM
(& ACMEO000028 USR0O000002 006819 00000003 Batch 52 0% 4/5/11 2:11:49 PM
(s I ACMEO00005 IUSROOOOOOZ 006824 |00000004 !Batch 52 0% 4/5/11 2:14:19 PM
— a
p f . :
age 1 of 1 1 | Go Rows |4 = Total: 4 Selected: 1
[ oK | [ cancel

IBM Confidential
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Batch Model
Analyze Batch Model

Welcome > Manage Collections X

Manage Collections -

@“@v ﬁ Actions ¥

Name Library Type Status
(3% ...] 2of 383 items shown. Clear fiiter

/ |5 BCHDEMODTA BCp'mrsn Batch Model File Based Collection Model Changed

. (fBCHDEMODTA BC Change Model | coyiection Services File Based Collection
Analyze
Merge
Copy _
Delete Must be in
Save “Model Changed”
Properties Status

Confirm Analyze
Confirm Analyze

The analyze batch model action can be long running. It will begin immediately after pressing
the Ok button. Press the Cancel button if you wish to run the analyze action later.

IBM Confldentlal © 2013 IBM Corporation
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Batch Model

Investigate Results

View the model results

Welcome > Manage Collections X

@ | [ &a v @ Actions ¥

Name Library
(3 ...) 2 of 383 items shown. Clear filter

Change Calibration
Merge

Copy

Delete

Save

Investigate Results

Properties

/|5 BCHDEMODTA Bﬂmﬂch Model File Based Collection Complete
(it BCHDEMODTA B Change: Mode) lection Services File Based Collection ~ Copplete

IBM Confidential

Manage Collections -

Type Status

Must be in
Complete Status
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Batch Model

Workload Timeline Overview

Compare Measured vs Modeled Workload Timelines

Measured Workload Timeline Overview

| --- Select Action --- = |

Measured Workload Timeline Overview

Date - Time (Apr 5, 2011 1:15:00 PM ~ Apr 5, 2011 5:30:00 PM)
4/5/11 4/5/11 4/5/11 4/5/11 4/5/11 4/5/11 4/5/11 4/5/11
1:26:40 PM 2:00:00 PM 2:33:20 PM  3:06:40 PM 3:40:00 PM 4:13:20 PM 4:46:40 PM  5:20:00 PM

QINTERACT/USR0000001/000020 - 00000001 (1)
ACME000106/USR0000002/006817 - 00000002 (32) ]
ACME000075/USR0O000002/006831 - 00000006 (46)
ACME000117/USR0000002/006837 - 00000006 (56) ] b
ACMED00035/USR0O000002/006847 - 00000005 (60) . o
ACME000044/USR0000002/006861 - 00000002 74) 2 e
ACME000007/USR0O000002/006863 - 00000002 (78)
ACMED00094/USRO000002/006868 - 00000007 (86) -
ACME000103/USR0O000002/006871 - 00000003 (95) 5 -

ACME000072/USR0000002/006879 - 0000000C (101) J
® ACME000110/USR0000002/006887 - 00000003 (112) 5 S
ACME000111/USRO000002/006908 - 00000003 (138)
ACME000009/USR0000002/006896 - 0000000E (126) ] -
QINTERACT/USR0000004,/000020 - 00000002 (3) ]
QINTERACT/USRO000003/000020 - 00000009 (6)

CPU Service Time CPU Queuing Time EJ Disk Service Time 3 Disk Queuing Time Bl other waits Time

d ( Workload Identifier)

Worklo

al

Page 1 of 1 1 | Go Rows |1 g Total: 1
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Batch Model

Exceptional Wait Detailed Overview

Investigate the waits that make up the “exceptional wait” time

| --- Select Action --- = |

Exceptional Wait Detailed Overview

Time (Milliseconds)

o
o o Q@P o °

Q A
° 18 a® o¥ e A0S

ACME000117/USR0000002/006837 - 00000006 - : ' : : : : : :

ACMEO000111/USR0O000002/006908 - 00000003:
= ACMEO00008/USR0O000002/006880 - 00000009;
5 QINTERACT/USRO000003/000020 - 00000009 <}
‘g ACMEO00072/USR0O000002/006879 - DDDOOOOC:

QINTERACT/USR0000001/000020 - 00000001
ACMEO00038/USR0000002/006901 - 00000007

Journal Time Semaphore Cantention Time B3] Mutex Contention Time

B2 Machine Level Gate Serialization Time B8 seize Contention Time Database Record Lock Contention Time
[ Onhject Lock Contention Time EJ neligible waits Time BBl Main Storage Pool Overcommitment Time
Journal Save While Active Time ] Socket Transmits Time E socket Receives Time

B socket Other Time 2 IFS Time B piSE Time

Data Queue Receives Time Icllej Waiting for Work Time E& synchronization Tokens Contention Time
E] Abnormal Contention Time Other Waits Time

IBM Confldentlal © 2013 IBM Corporation
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Batch Model

Resource Utilization Overview

-
o
b

Compare the Measured vs Modeled Resource Utilization

Measured Resource Utilization

--- Select Action --- = |

Measured Resource Utilization

e da H

100

80 -

60 -

Percent

40

1 I I I | | I ] 1 | I I 1 I I I
1:15PM 1:30 PM 1:45PM 2:00 PM 2:15PM 2:30 PM 2:45 PM 3:00 PM 3:15 PM 3:30 PM 3:45 PM 4:00 PM 4:15 PM 4:30 PM 4:45 PM 5:00 PM 5:15 PM
Date - Time

— Percent Disk Busy — Pantition CPU Utilization

IBM Confidential © 2013 IBM Corporation
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IBM Power Systems

System Monitoring

-l
I

Collection Services can be configured to collect system monitor data 24x7.
(System policy for “real-time” data collection)

» Data to support system monitoring can be available without depending on a monitor
function.

— CS starts at IPL, data is available at IPL

= Similar to Management Central, a monitor can tell Collection Services what data it needs
and that data is collected and stored in the *MGTCOL just like before.

I I Configure Perf Collection (CFGPFRCOL) I I Configure Perf Collection (CFGPFRCOL)
Type choices, press Enter
Default interval . . . . . . . . 15.00 *xSAME, .25, .50, 1.0, 5.0... System monitor categories: _
Collection library . . . . . . . OPERDATA Name, xSAME Categories to process . . > xSYSLVL Name, %SAME, xSYSMONDFT. ..
Default collection profile . . . xSTANDARDP *SAME, xMINIMUM, xSTANDARD. .. Time interval (in minutes) . . > .25 0.25 0.5 1 5
Cycle time . . . . . . . . . . . 000000 Time, *SAME ’ c
Cycle interval . . . . IR 24 xSAME, 1-24 hours Categories to process . . . . > xP0OOL Name, xAPPN, xCMNBASE. ..
*MGLLOL cetentlon period; Time interval (in minutes) . . > .5 0.25, 0.5, 1, 5
Number of units . . . . . . . 00120 *SAME, 1-720, xPERM
Unit of time *HOUR *xHOURS. xDAY. cat . t ; DISK N APPN CMNBASE
X x X

Enable system monitoring . . . . > xYES *xSAME, xYES, xNO T?ng?giziva? ?;2C:?iutes) o N I_?Er______ Oagg’ 0.5 i 5 e
Create standard database fT1les XYES *xSAME, XYES, %XNO T - : ’ i ’

Categories to process . . > xCMNBASE Name, xAPPN, xCMNBASE. ..

Time interval (in minutes) . . > 1.00 0.25, 0.5, 1, 5

+ for more values _
[
Bottom
F5=Refresh F10=Additional parameters F12=Cancel Bottom
. S : E3=Fsx it A S ; = 2 . =i x deplan

IBM Confidential © 2013 IBM Corporation




[lom]]
I
||I|
]

i

1m

IBM Power Systems

System Monitoring

= System Monitor data is exported to database files (no longer private as in Management
Central)
— Data is shared between the monitoring function and visualization (Performance Investigator).
— Data is available to any consumer and can be used for more in depth analysis as necessary.
= System Monitor support creates a second database file collection
— Independent of the Standard database file collection (CRTPFRDTA).
— If enabled, a CRTPFRDTA 2 job is submitted to produce this “System Monitor” collection
— Only contains data (files) related to categories selected for system monitoring.
— Database file interval is 15 seconds. Data will be present based on category collection interval.
— Has its own retention period (expiration similar to standard file collections)
— Existing PDI perspectives can be used with this collection providing all needed data is present.

= System Monitor metrics are derived (do not exist in base performance data).
— Are a function of selection, grouping, and other calculations (rates, percents, max)

= System Monitor metrics are now produced by Collection Services
— Existing CS files are used for drill down and detail data
— New files contain metrics defined for system monitoring along with other supporting data
— CRTPFRDTA option to produce these files if run manually
— CFGPFRCOL option to produce in standard data collection
— Includes metrics supported by Management Central and more.

IBM Confidential © 2013 IBM Corporation
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IBM Power Systems

System Monitoring

= QAPMSMCMN (*CMNBASE) : Line and LAN metrics.
— Breakdown: Lines and LANs

— Still have ability to exclude unwanted lines
— Line count, avg / max utilization, avg kilobits received and sent, line with highest utilization

» QAPMSMDSK (*DISK) : Disk metrics.
— Breakdown: all units, system ASP, user ASPs, IASPs
— Number of entries in data, avg / max busy & device name, avg & max capacity used & device name
— Total capacity available and used
— For both reads and writes: Ops, avg response & service time, max response time, max device name

» QAPMSMJMI (*JOBMI ) : Job metrics dependent on the MI.
— Breakdown: Interactive and Batch
— Job count, total and max unscaled CPU consumed and percent and job, Interactive transaction rate

» QAPMSMJOS (*JOBOS) : Job metrics dependent on the OS.
— Job count, Batch LIO rate, avg/max interactive response time & job,
— Spool file creation rate, count and name of job creating most.

» QAPMSMPOL (*POOL) : Pool metrics.
— Machine pool fault rate, count of user pools, avg / max user pool fault rate and pool

* QAPMSMSYS (*SYSLVL) : System metrics.
— Scaled and unscaled: Configured, uncapped, and virtual CPU percent
— Speed percent, virtual & physical shared pool percent

— Temp storalgBe used and percent, unscaled SQL CPU percent _
M Confldentlal © 2013 IBM Corporation
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System Monitoring

* Providing System Monitoring support in IBM Navigator for |
—Configure Collection Services GUI support
* under Performance task M Navigator fr

Welcome

B IBM i Management (&

—Conflgure and Manage MOﬂItOI’S @ Target Systems and Groups

System

* New Monitor task ® Monitors

Basic Operations

« Systems subtask Work Management
Configuration and Service
Network
Integrated Server Administration

—Display System Monitor Metrics O
* In Performance Data Investigator 2 Jeers and crous

Database
Journal Management
B Performance r

Start IBM Navigator for i - Point your browser to http://systemName:2001

IBM Confidential © 2013 IBM Corporation
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System Monitoring

Configure Collection Services GUI updated for the System Monitor support:

H Performance

Investigate Data
Manage Collections

B All Tasks
Active Jobs
Disk Status
Manage Collections
Investigate Data

Performance Management for Powsr
Systems
System Status
[ Collactions
[ Performance Data Reports
E] Collactors
[ Disk Watcher
[ Job Watcher
[E] Collaction Services

Active Collection Services
Collections

Caollection Services Collections

Pl

. - fodc
CConFigure Collection Ser\.riE

L | oy
= =

Start Collection Services

Stop Collection Services

[ Sizing

IBM Confidential

Configure Collection Services

General Library: [EnHANCE
Data to Collect Default collection interval: i5 seconds g 5§ v minutes
Data Retention Cycling

Cycle every day at: [12;00 AM | Example: 12:30 PM

Cycle every: 24 » hours

System options

I:‘ Enable system monitoring ‘

I:‘ Create performance summary data when collection is cycled

Send PM Agent data to IEM

Configure Collection Services

General Collection object

Save data for: |
Cata to Collect

5 days * () Make permanent

Data Retention Standard data
Save data for: @:, i days .:::. Make permanent

System monitor data

Save data for: @ (2 days () Make permanent

Configure Collection Services

Genaral System Monitor Categories
Data to Collect @ Use default system monitory cateqories
Data Retention .. Customize system monitory categories

System Monitor Categories

© 2013 IBM Corporation
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System Monitoring

Customize System Monitor categories

Configure Collection Services

Genaral System Monitor Categories
Dats to Collact (") Use default systern monitary categories
Data Retention B Customize system monitory categories
System Monitor Categories Available categories: Categories to collect:
25 hl
! Category i Category Freguency
APPN el Communications (base) Every 1 minute
IBM Domina for i Disk storage Every 1 minute
i . Jobs (MI tasks and .
Data port services ! Add == ( Every 1 minute
= threads)
External storage
) << Remove Jobs (operating system) Every 1 minute
IBM HTTF Server for i (powered by Apache)
. ) Memory pool Every 1 minute
Input/output processors (base) | Add Defaults == | ki el —
\ } System-level data . Every 1 minute El
Network server {Every 15 seconds -
lava | <= Remowve All |
. ! Every 1 minute
Local response time Evely 5 minutes
Logical partition
Memory poal tuning

IBM Confldentlal © 2013 IBM Corporation
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IBM Power Systems

System Monitor GUI through IBM Navigator for |

[ IBM i Management

B Tereer Systems and Groves = Configuration and management

System .
B Monitors — Select what you want to monitor
- System | — Set monitoring intervals
B All Tasks — Set thresholds and actions taken when a threshold is
Swstem Maonitor reached
[H Message Monitor .
[ Basic Operations — Manage event logs history
B work Management — Threshold & Trigger actions

Configuration and Service

Metwork

[ntegrated Server &

i e <18
[H Security ontor Type:  System

Jsers and Groups @ e
4
Database

Sl ol o3 © = Select ACUON -+~ @ Go

-
Select  Monitor ~  Status -~ Description -~ Metrics .~  Creation Date/Time .~  Status Changed ~ Owner

Sample ® ciatad  Mondor 2t CPU LBICaton 1105101702 11.06-90 17.24.24 Sample
Mondor (Average

Monitor 22 #) Stopped Monitor 22 CPULBICaton 1108-1109 0023 110611099225 Ihpuany
(Average) CPU
[E9 ]
(e dcve

Jaurnal Managemen
Performance

File Systems

H03)

Uordtor Z}ﬂ Started Monitor 23 C:’:)';.'—!:cai-:a N7 VTN 13048497 1T 0424 Dhyuany
(veray

Page 1 of 1 1 G2] Rows [ 3 &  Totakd Fiered:3

List of system monitors on the system

IBM Confidential © 2013 IBM Corporation
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System Monitor Metrics — page 1

Metric Groups

Metric Description

CPU Utilization

The percentage of available processing unit time consumed
by jobs on your system. Choose from the following types of
CPU Utilization metrics for use in your monitors:

CPU Utilization (Average)

CPU Utilization (Interactive Jobs)
CPU Utilization(Uncapped)

CPU Utilization(SQL)

Interactive Response Time (Average and Maximum)

The response time that interactive jobs experience on your
system.

Transaction Rate (Interactive)

The number of transactions per second completed on your
system by interactive (Job type = ‘I') jobs.

Batch Logical Database 1/0

The average number of logical database input/output (1/0O)
operations currently performed by batch (Job type = ‘B’) jobs
on the system.

Disk Arm Utilization (Average and Maximum)

The disk unit busy percent.

Disk Storage (Average and Maximum)

The percentage of disk arm storage that is full on your system
during the time you collect the data.

Communications Line Utilization (Average and Maximum)

The amount of data that was actually sent and received on all
your system communication lines.

LAN Utilization (Maximum and Average)

The amount of data that was actually sent and received on all

your local area network (LAN) communication lines.
el
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System Monitor Metrics — page 2

Metric Groups Metric Description

Machine Pool Faults The number of faults per second occurring in the
machine pool on the system.

User Pool Faults (Maximum and Average) The total amount of temporary storage (megabytes)
in use within the system. This includes both system
and user temporary storage.

Spool File Creation Rate The number of spool files being created per second.
Shared Processor Pool Utilization (Virtual and Virtual shared pool CPU percent. The amount of
Physical) CPU consumed in the virtual shared pool by all part

lons using the pool relative to the CPU available
within the pool.

Physical shared pool CPU percent. The amount of
CPU consumed in the physical shared pool by all
part ions using the pool relative to the CPU
available within the pool.

IBM Confidential © 2013 IBM Corporation
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IBM Power Systems

System Monitor GUI through IBM Navigator for |

= Configure a new system monitor.

» Change a system monitor configuration.
= Delete a system monitor.

= Start/Stop a system monitor.

= Create a new monitor based on an existing monitor.

Capture events and trigger actions when a threshold is reached.

List an event log of a selected system monitor.

List all event logs of all system monitors.

Display an event log properties.

Delete an event log.

Investigate monitor data using PDI.

IBM Confidential © 2013 IBM Corporation
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New Monitor

System Monttors

Monitor type: System

B [0 ] 2] 8] [2] [m) ] [ - seetaton— ~ o

Select | Monitor A |Status A |Description A | Metrics Mk Status Chang New Monitor — Name &
A A ~ ! A . .
| - | vanclog | Description
Monitor Z1®]  Started Monitor Z1 CPU Ut 1aple Actions » 11-06-10 17:34:
(Average)
Monitor 22®]  stopped Monitor Z2 CPU Utilization 11-06-11 09:00:23
(Average) CPU
Utilization
(Interactive *General
Jobs)
Montorz3®] Started  Monitor 23 CPU Utiization 11-06-17 17:30:23 nee
(Average) Description: l———
Metrics
Available metrics: Metrics to mondtor:
Select | Metrics AT Ada> | select | Metrics : .
< ; v]Nen>I~~']CanceI]
[T Batch Logical Database VO r CPU Utilization (Aversge) Canfiqure
[T CPU Unilization (Intecactive Jobs)
B Ceommunications Line Utlization (Average)
[ Cer s Line | (Maximuen)
[T Disk Arm Utilization (Average)
[T Disk Arm Unitization (Maximurm) fismein.c: 1 1
Monitor Metrics
[T Disk Storage (Average) .
[ Ok Stcage asimumy Information
[T interactive Response Time [Average)
r Interactive Response Time (Maximum) .
B LAN Utilization (Avecage) CO nfl g U re
I3 Machine Pocl Fauls
< s-al Next > ] ] Cancal ]

IBM Confldentlal © 2013 IBM Corporation
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System Monitor - Configure Metric

CPU Utilization (Average)

Collection interval. |15 seconds

Threshold1

Threshold2

Enable threshold
Trigger
Duration
Operation system command
Reset
Duration

Operation system command

| Enable theeshold
Trigger
Duration
Operation system command
Reset
Curstion:

Operation system command

1
CK| | Cancel

IBM Confidential

{5 AT e

intervals
percant

intervals

[osBomor.. ]

percent
intervals
percent

intervals

[eirom]

Summary

FETRD

JISINGIN

E=0
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Configure Metric - Thresholds

= Threshold - A setting for a metric that is being collected by a monitor.
— Allows you to specify actions to be taken when:
 a specified value (called the trigger value) is reached
» a second value (called the reset value) is reached

— An event is added to the Event Log whenever the trigger value or the reset value is
reached.
— Set up to two thresholds for each metric that the monitor is collecting.

— Trigger
- considered bad (usually high but can be low)
— Reset Summary
 consider good (opposite of trigger) _—
General
Name: Monitor Z2
Descnption: Monitor 22
When a threshold is reached, IBM —
Navigator for i captures this event and Name Trigger1 | Reseti| Trigger2 | Reset2
executes actions. o ORI | e o | e |

o
CPU Utilization (Average) > 40% < 39% > 70% < 69%

IBM Confidential © 2013 IBM Corporation
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System Monitors

Actions for each system monitor:

Properties — Display all the attributes of this system monitor.

Investigate Monitor Data - Show chart of the metrics data of the monitor with PDI
Event Log - Show the Event Log List of this monitor on the system

Start - Start this system monitor

Stop - Stop this system monitor

New Based on.. - Create a new system monitor based on this system monitor
Delete - Delete this system monitor

| Eveatiog 70

File =] Options =] Help =
Owner: All  Monitor: All

W el < =ae Salect Action = V¥ Go
Select  Event ~ Logged ~ Metrics ~ Monitor ~ | Owner ~
{ Triggersl 11.06-13 CPU Sampie CPU  Zhyuany
16:25.00 Utdzation  Monitor
(Average)
O z Triggersl 11.06-13 cPU Sample CPU  Zhyuany
16:25:00 Utilization  Monitor
(Average)
Page 1 of 1 [1 | Rows [ 22 Total: 2 Fitered: 2
OK| Cancel

IBM Confidential

Event Logs —

Show for the System or
one Monitor
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System Monitor Graphs in PDI

Display Graphs in PDI

New Perspective Package

h‘am

IJ—-|_aS',[5tE|'|'|

I ‘Batch Logical Database I/O

"~ ® communications Line Utilization (Average
I ‘Communications Line Utilization (Maximum]
. CPU Utilization (Average)

® Cpy Utilization (Intersctive Jobs

® Cpu Utilizstion (SOL)

® cpu utilizstion (Uncapped)
* Disk Arm Utilization (Average]

® Dick Arm Utilization (Maximum)

* Disk Storage (Average])

®oik Storsge (Maximum

* Interactive Response Time (Average]

- Interactive Response Time (Maximum
.LAN Utilization (Average]

® | oy Utilization (Maximum]

® Machine Pool Faults

® Shored Processor Pool Utilization (Physical
* Shared Processor Pool Utilization{(Wirtual)
B .Sgool File Creation Rate

.Temporar'.r Storage Used

.Transa:tion Rate (Interactive

I .User Pool Faults (Average]

— ® User pool Faults (Maximum

IBM Confidential

RGP L B 2] T ] a8 =<

Select Monitor A J Status ~ Description A J Metrics A J '
Monitor Z1»]

CPU Utilization (Average)

Investigate Monitor Data

Monitor z2»]| EventLog

Disk Arm Utilization (Arverage)

Disk Storage (Maximum)

S

Start (Interactive
‘ Jobs)
Monitor 23]} r23 CPU Utilization *
New Based On (Average)
Delete -
Page 1of 1 L4 i LY ) Rows [—3 g
Properties

Investigate Monitor Data
Launch from System Monitor GUI
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System Monitor PDI Package

System Monitor package provides 23 lightweight perspectives for System Monitor functions

» Batch Logical Database I/0 Rate = |nteractive Response Time (Average)

» Communications Line Utilization (Average) Interactive Response Time (Maximum)

= Communications Line Utilization (Maximum) LAN Utilization (Average)

= CPU Utilization (Average) =  LAN Utilization (Maximum)

= CPU Utilization (Interactive Jobs) = Machine Pool Faults Rate

= CPU Utilization (SQL) = Shared Processor Pool Utilization (Physical)
= CPU Utilization (Uncapped) »  Shared Processor Pool Utilization (Virtual)

= Disk Arm Utilization (Average) = Spool File Creation Rate

= Disk Arm Utilization (Maximum) =  Temporary Storage Utilization

= Disk Storage Utilization (Average) = Transaction Rate (Interactive)

» Disk Storage Utilization (Maximum) = User Pool Faults Rate (Average)

= User Pool Faults Rate (Maximum)

IBM Confidential © 2013 IBM Corporation
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System Monitor Graphs in PDI

Batch Logical Database I/0 Rate

Perspective B Edit B View Bl History B
Collection

Name(s): RO67000002

Library:  QPFRDATA

Type: Callzction Services File Based
Collection

File level: 36

Time System
Start: Mar 8, 2013 12:00:02 Mame:  F4P07
AM

Release: WFREZMO
End: Mar9, 2013 12:00:00
M

I T
12:04 AM CPU Utilization (Intera obs) -

elect Action
Batch Logical Database 1/0 Rate
VIS RN
12,000
10,000 +
=
£
]
o
w 8,000+
-
s
2
£ 6000
5
]
s
g 4,000
[=]
B
2,000
0 T T } T T T T T T T T T T T
12:00 AM 1202 AM
— Batch Logical Database 1/0 Rate Perspective [B] Edit (] view [B] History

Collection Time System
Name(s): ROZ8132353 Start: Jan 28, 2013 1:23:53 PM Mame: F4pPO7
Library: QJPFROATA End: Ongoing Release: VIRZMO
Type: Collection Services File Based Collection

File level: 26

O % %= | F 2 --- Select Action ---¥ |
| Select | Interval Number ~ | Date - Time 2. | CPU Utilization (Interactive Jobs) ~ |
m 1 Jan 28, 2013 1:24:00 PM
m 3 Jan 28, 2013 1:24:30 PM 0.5
m 34 lan 28, 2013 1:32:15 PM 0.5

Table data behind the chart
IBM Confldentlal © 2013 IBM Corporation
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System Monitor - Refresh

CPU Utilization {Average]
Perspective ﬂ Edit ﬂ Wiew ﬂ History ﬂ
Collection Time
Name(s): RO28132353 Start:
Library: QPFRDATA End:

Type: Collection Services File Based Collection
File level: z&

--- Selact Action ——-¥ |

CPU Utilization [Average)

Percent

AL LU |

1:24 PM 1:39 PM 1:54 PM 2:09 PM

= CPU Utilization (&verage)

IBM Confidential

Refresh button is visible when displaying

the currently active collected monitor
data

The current chart will be refreshed with
the latest monitored data from the
active real time CS collection
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New PDI Perspectives

»Database Package - Additions
*Added in 6.1 & 7.1 as PTFs this year.
*|BM Performance Tools Manager Feature (PT1 Option
1) is required

= Health Indicators
 Database Health Indicators Chart

»Job Watcher
* Logical DB I/O — Detailed Perspectives

IBM Confidential © 2013 IBM Corporation
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IBM Power Systems

Database Package — Additional Perspective Groups

Physical Database I/0O — Basic

O QDatabase
® Database Locks Overview

Detailed were added in 7.1

] LiD_atabase I/0 Fall PTF
0 APhysical /O ) )

& QBasic | Basic — Provide more
®Dh s!cal Database I/O Overview - Basic . overview data, not broken
® Physical Database I/0 by Job or Task - Basic
® Physical Database I/O by Thread or Task - Basic dOWﬂ
® Physical Database I/O by Generic Job or Task - Basic .
® Physical Database I/O by Job User Profile - Basic Two metrics charted:
® Dhysical Database I/0 by Job Current User Profile - Basic )
® Physical Database I/O by Subsystem - Basic PhySICal Database I/O
® Dhysical Database I/O by Server Type - Basic

T Reads per second
® Physical Database [/O Overview - Detailed .
® Physical Database I/O by Job or Task - Detailed Phy_S|0aI Database I/O
® Physical Database I/O by Thread or Task - Detailed Writes per second

® Physical Database I/0 by Generic Job or Task - Detailed
® Physical Database I/O by Job User Profile - Detailed
® Physical Database I/0 by Job Current User Profile - Detailed
® Physical Database [/O by Subsystem - Detailed
® Physical Database I/0 by Server Type - Detailed
& O] ogical I/O
& 0SQL Performance Data

Detailed charts - add breakdown by Sync/Async, SQL & Non-SQL
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Physical Database I/0O — Basic

Physical Database I/0 Overview - Basic

A 7|9 R M
40 4
35 41
30
s ]
5%
b >0 1 Physical Database I/0 by Job or Task - Basic
al
: ] Physical Database I/O Writes Per Second: Aﬁ cﬁ“} [E m c E
e 15 Interval Number: 2
; Physical Database 'O Reads: 2464 1/0s Per Second
1041 | |Physical Database I/Q Wites: 17798 . N o° &0 R £
Hii | [Physical Database I/Os: 20262 [ N R S N | B R /R P T
5—: CRTPFRDTA/QSYS/ 002527 -F e e e e e e e e
o QPMHDWRC/QSYS/002833 4 =
1315 AM | 215 AM | a1s Am Q1PDR/QPM400/002827 H1 111 I3 S R T B rEr
ADMIN/QTMHHTTP/ 002834 —i Physical Database I/Os Per Second: 35.91
[ Physical Database IfO Reads Per Second QDBSRVXR2/QSYS/ 000464 | Physical Database 1/Os: 32065.0
z DBIO03
e DRIOO0 -
= DBIOD7 -
= QSPP200001/QSYS/ 000471
QYPSPFRCOL/QSY5/002502
DBIOOD4 —
DEBIOODS —
DEBIOD2
JO-FORCE-USR-0A
m Physical Database 10 Eeads Per Second Physical Database 1O Writes Per Second
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Database Package — Additional Perspective Groups

Logical Database I/O — Detalled

O QDatabase
® Database Locks Overview
o @Database I/O
o I:_IPhgsical /O
0 QALogical 1/0 | Basic are the same as have been

7 =oasic available in Collection Services

® | ggical Database I/O Overview
® | ogical Database I/O by Job

® | ogical Database I/O by Generic Job Detalled - Pr0V|de more
| ogical Database I/O by Job User Profile breakdown of the data added in
® | ogical Database I/O by Job User Profile
® | ogical Database I/O by Subsystem QAPMJOBOS
= i .
L uDeIt_;)icIl;(élal Database I/O by Server Type Loglcal database |/O by SQL
® | ogical Database I/O Overview - Detailed related and non-SQL related
® | ogical Database I/O by Job - Detailed read. write and all other 1/O
® | ogical Database I/O by Generic Job - Detailed ’
® | ogical Database I/O by Job User Profile - Detailed requeStS-
® | ogical Database I/O by Job Current User Profile - Detailed .
® | ogical Database 1/0 by Subsystem - Detailed 9 new charts — 7 on perspective
® | ogical Database I/O by Server Type - Detailed list plUS 2 new drilldowns

& (SQL Performance Data
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Logical Database 1/O — Detailed

Reads, Writes & All Other 1/0O Requests

Logical Database I/0 Overview - Detailed SQL Related & NOFI-SQL Related
DU, UUU T
70,000 {4
60,000 {41
¥ 5@ Reads Per Second (Non-SQL Related): 70,745.32
S 50.000 44 |Interval Number: 2
=] ' -
o 1] |Reads (SQL Related): 4.0
2 40,000 43 |Writes (SQL Related): 1.0
& 11 |Others (SQL Related): 0.0 Others Per Second (Non-SQL Related)
a 30,000 +3-] |[Reads (Non-SQL Related)
= X E: Writes (Non-SQL Related 60 L g0 o
20,000 4§} |Others (Non-SQL Related B
52 50 Ls0 2
10,000 +-§ 4 = =
4 H = A
-1 :ZF: S 40 - a0 @
0-5 T T — ? = o
-] = 15 2 L m e
12:15 AM 215 AM £ 30 3058
e 2
E Feads Per Second (SQL Related) ;20_ L >0 =
[ Reads Per Second (Non-SOL Related) 3
w
10 F10 £
=
1] 1]

Date - Time
Others Per Second (Mon- SOL Related) (OYPSPFRCOLSOSYSfO02502)
|:| Cthers Per second {Mon- 50L Eelated) (QLPDRJCOPMA00[00282 7
=&~ Total Others Per secand (Mon-30L Related)

= Drilldown to Database 1/O for One Job and

= Database I/O for Jobs — 7 views: All I/Os for Jobs, Reads, Writes, Others, SQL & Non-SQL
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Database Package — Additional Perspective Groups

SQL Cursor and Native DB Opens

"ll
@

Charts that show SQL Cursor and Native DB Opens metrics in various ways.

My I::'ISEL Cursor and MNative DB Opens

- 'SGL Cursar and MNative DE Opens O

VeV ew

* SCOL Cursor and Native DB Opens by Job or Task

* SOL Cursor and MNative DE Opens by

Generic Job or Task
L SOL Cursor and Native DB Qpens by Job Current User Profile

SQL Full open count data added by CS in 7.1
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SQL Cursor and Native DB Opens

350 4

SQL File Pseudo Full Opeas Per Second: 19|

300+

250 4

b

200 -

150

Native database (non-SQL) File Full Opens,
SQL File Full Opens,

SQL File Pseudo Full Opens as rates per second
e

Opens Per Secon

100

S

N
g
{

50

SN
N
NN
SN

DN

NN
DN
NN
DN
NN

I

12:11 AM S0L Cursor and Native DB Opens by Job or Task

B8 Native DB Fite Full Opens Per Second

Opens Per Second

QZDASOINIT/ QUSER/ 034068

() ¢ Paendo nll Opens Pe ond
Watrve DE File Full Opens Par Second: 0.8

Drilldown to by Job,

By Generic Job, and

S0QL File Full Opens Per Second: 0.2
S0QL File Psende Full Opens Per Second: 0.1

By Job Current User Profile,

Then for Jobs or

For One Job, etc
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Database Package — I/O Reads and Writes

1/O Reads and Writes FEE

Perspective [2] Edit 2] view [#] History [2]

1/0 Reads and Writes
| -

120
Metrics:
.
T
100 [Logical Database ['O Reads Per Second: 3 H
e Physical DB 1/0 Reads &
Logical Database D Others Per Second: 0
80
- ASync
g
wy
5 . .
L | DB I/O Reads, Writ
P OgiCa eaas, ries
= Logical Database I/0 Reads Per Second: 42|
L et and other I/O
Physical Database IO Writes Per Second: | )
40| SN
b
x|
0 ENE et ! = : ; . == Ferrrs Tea bty I ——
12:15 AM 12:45 AM 1:15 AM 1:45 AM 2:15 AM 245 AM 3115 AM 345 AM 415 AM
Date - Time
3 Physical Database /0 Reads Per Second Physical Database /O Writes Per Secand — Logical Database I/0 Reads Per Second
— Logical Database 1O Wirites Per Second — Logical Database 1,0 Others Per Second

Utilizes new CS data available in 7.2 — JOBMI & JOBOS

© 2013 IBM Corporation
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Database Package — Additional Perspective Groups

SQL Performance Data

o ‘ADatabase
®* Database Locks Overview
- ‘ADatabase I/O
m- OpPhysical I/O
8- (L ogical I/O
0 ‘ASQL Performance Data
- ‘ACollection Services
® Duery Opens
® Active Query
® Plan Cache Searches
® Plans Detailed
® Maintained Temporary Indexes (MTIs)
® jdaptive Query Processing (AQP]
8- OS50l Plan Cache Snapshots and Event Monitors

B 50 Performance Monitor

Collection
Collection Library Collection Mame
QPFRDATA -

Q129034118 (*CSFILE) - May 9, 2013

Views:
Query Opens
Active Queries

Plan Cache Searches — plans found and plans not

found

Plans Detailed

Maintained Temporary Indexes (MTIs) — created

and deleted over time

Adaptive Query Processing (AQP)

New Interval SQL plan cache data provided by Collection Services in 7.2 - QAPMSQLPC
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SQL Performance Data
Query Opens

This chart shows the number of full and pseudo
Query Opens guery opens that occurred over time for the

selected collection or collections. The number of
600 . . . . .
ﬂ? gueries that were hard closed during this time is
M also shown.
§4uu
Eauu-% o) AN S i
& ey
200 Perspective %] Edit ®] view %] History ®]
e e
. _gﬁ m oL Active Query View

T T T oy i;'":
2:30 PM 330 PM 4:30 PM 5:30 PM 6:31 4 IE LA H

800
Full Opens Using Cached Euntime Query Objects ol
Pseudn Opens 700
300 500
g 250 4 500
g =
1 H 5 2007 400 i
Active Query View .
Total number of active
gueries over time for the = i
0 T T T f T 1 T T 1 T 0
COI I eCtI On 9:05 AM 10:05 AM 11:05 AM 12:05 PM 1:05 PM 2:05 PM 3:05 PM 4:05 PM 5:05 PM 6:05 PM
Date - Time
Active Queries — Query Opens

New Interval SQL plan cache data provided by Collection Services in 7.2 - QAPMSQLPC

IBM Confidential © 2013 IBM Corporation



[lom]]
I
[
[T}
-tlll
m

IBM Power Systems

Database Health Indicators | This chart shows Database health indicators by
analyzing all collection time intervals according to the

7 SHealth Indicators | defined thresholds for database. Use this chart to
:§;Etirgallitehs?ﬁgi:faSt;ia'th Indicators determine the proportion of intervals where Database
T 7| health indicators exceeded the defined thresholds.

¢ Disk Health Indicators
e Memory Pools Health Indicators
¢ Response Time Health Indicators | History 2]
|e Database Health Indicators | N
| ,

Database Health Indicators

Physical Database /0 Rate | E

SQAL Full Opens Rate

Mative Full Opens Rate
--- Select Action -—-~ |

System Resources Health I

Physical Database I/O Qvei
Logical Database I/O Overy
Page Faults Overview
Query Opens
Plans Detailed
Plan Cache Searches
Adaptive Query Processing '\~

Percentage of intervals with valnes above Warning threshold: 100 Percent

Plans Built/Rebuilt Rate

Database Performance Metric

Plans Removed From Cache Rate /

Percentage of intervals with values under defined thresholds

Percentage of intervals with values abowve Warning threshold
Percentage of intervals with values above Action threshold

Define Health Indicators

Drilldowns
IBM Confidential © 2013 IBM Corporation
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Job Watcher Package — Additional Perspectives Goup

Logical DB 1/O - Detailed

- ‘ADetailed

® | ogical Database I/O Overview - Detailed

® | ogical Database I/O by Job - Detailed

® | ogical Database I/O by Generic Job - Detailed

® | ogical Database I/O by Job User Profile - Detailed

® | ogical Database I/O by Job Current User Profile - Detailed
® | ogical Database I/O by Subsystem - Detailed

® | ogical Database I/O by Server Type - Detailed

Job Watcher Package requires IBM Performance Tools Job Watcher (PT1 Option 3)
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Enhanced Left Hand Navigation

PDI Perspectives Tree

E] atabase

IBM® legﬂtﬂf fori Database Locks Overview |

[ Database I/O
H Performance ]
, B 5QL Performance DJ Database Locks Overview l
B Investigate Data L

[ Performance Explorer
[ CDisk Watcher

HE Job Watchar

E Health Indicators

Welcome 3| Database Locks Overview

Bl Collaction Services

Investigate Data - Performance Data Investigator

CPU Utilization and Waits Overview
CPU Utilization by Thread or Task

o _ Selection
Resource Utilization Owverview
B Job Statistics Overviews Name
[ waits Database Locks Overview
H crU oL
[ Disk Description
[ Physical Disk I/O This chart shows the database record lock contention time for all
B Synchronous Disk 1/0 contributing jobs and tasks over time for the selected collection.
E Mamory
E Page Faults View List
[ Logical Database 1/O Database Locks Overview
@ virtual 1/O .
F Communications CO"ECtI'DI'I
[ 5250 Display Transactions Collection
B physical System Library Collection Name
[ Java QPFRDATA ~ Most Recent |:
B :}EZTF"d . — ] Most Recent
ECT P Display | | S€arc 141132820 (*CSFILE) - May 21, 2013 1:28:20 PM
] - May 21, 144
. Q141164450 (*CSFILE) - May 21, 2013 4:44:50 PM
[ Database _ Q142000003 (*CSFILE) - May 22, 2013 12:00:03 AM
Manage Collections Q143000002 (*CSFILE) - May 23, 2013 12:00:02 AM
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Enhanced Left Hand Navigation

Performance Data Report actions
|

Welcome 20| Report Definitions || Add Definition 2 | Delete Definition 2| NewBasedOn X

IBM*® Navigator for i

B Performance

Add Performance Data Report Definition

E Investigate Data

Manage Collections Name: ‘
B All Tasks DegCription: |
Active Jobs
Disk Status Perspectives
Manage Collactions Select Perspective | Package
Investigate Data None

Performance Management for Fower
Systems
System Status

H Collections CO"ECtiDI‘I

E performance Data Repo Collection: Any -
Report Definition
add Definition Library:

Any hd

Delete Definition
New Based On Type:

El Collectors

Cover Page
Title:

Click on the action to start a new tab.

Get to the action you want more quickly.
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