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Power Systems )
for Business

IBM Navigator for i

 |IBM Navigator for i is the Web console for managing IBM |

— Has much of the function as System i Navigator
= but with a browser user interface

— Simply point your browser to http://systemname:2001

IBM. Navigator for i

Welcome to the IBM Navigator for i About Console

IEM Mavigator for | provides an easy to use interface for the web-enabled IEM i management tasks, including all
previous IBM i Mavigator tasks on the web, and 2001 port tasks.

Expand IBM i Management in the left-hand navigation area to get started.

To see the previous version of the 2001 port tasks and where they are located now, click below.

-IE!-M i Tasks Page
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Updates to the Performance Data Investigator - PTFs

= Major enhancements have been made to Navigator for | and the
Performance Tasks

« IBMi7.2]

« For 7.1 - install the latest level of:
— HTTP Server group PTF SF99368
— Java group PTF SF99572
— Database group PTF SF99701
— Performance Tools group PTF SF99145

« For 6.1 - install the latest level of:
— HTTP Server group PTF SF99115
— Java group PTF SF99562
— Database group PTF SF99601
— Performance Tools group PTF SF99114
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> 5 Unsupported Web Browser
Power Systems "'4 PP
- "’r Your Web browser is not offically supported by the IBM Navigator for i. Use of an unsupported Web browser may
- lead to unexpected or possibly incorrect behavior. The follewing Web browsers are fully supported:
-
Mozilla Firefox 20 or newer (recommended)
licrosoft Internet Explorer 9
Google Chrame 25 or higher
rowser suppo 721 .. S
7 Do not show this message again

» Supported Browsers for the latest Navigator enhancements:
& — Internet Explorer 9

@ - FireFox 20 or newer
€ _ Google Chrome 25 or higher (with IBM i 7.2 )

Browser tips:

— Unexpected results could be browser related. Example problems are....
= Hung charts
= Empty tables

» Clear your browser cache after installing the PTFs
* Review your browser security settings

» For details see the following web page:
https://www.ibm.com/developerworks/mydeveloperworks/wikis’lhome?lang=en#/wiki/IBM%20i%20T
echnology%20Updates/page/Browser%20Tips
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Tips for Best Performance for Navigator

(and the Performance tasks)

Good system tuning practices are essential
= CPU

= Memory
= Disk

PDI makes extensive use of SQL to gather data for charts and tables
Navigator tasks run in the ADMINZ2 job in the QHTTPSVR subsystem

Ensure no bad DNS entries on the system

= http://www-
912.ibm.com/s dir/slkbase.nsf/1ac66549a21402188625680b0002037e/b9e677063f24f859862575ee006b18

81

Use Application Runtime Expert to validate your environment
= http://www.ibm.com/developerworks/ibmi/library/i-applicationruntime/index.html

= Network health checker can be run from QShell:

http://ibmsystemsmag.blogs.com/i_can/2013/09/application-runtime-expert-network-health-checker.html

Use the Web Performance Advisor to validate your Web Performance
= http://pic.dhe.ibm.com/infocenter/iseries/v7r1m0/topic/rzaie/rzaieconwebperfadvisor.htm
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B Investigate Data

|BM NaVigator for | Investigate Data Search
Health Indicators
Performance
Investigate Data

Monitor

Collection Services
Database

Job Watcher

Disk Watcher

Performance Explorer

Performance -

IBM i Performance tools allows you to collect and investigate performance data on your system.

(¢ ! Investigate DatD

Performance Data Investigator allows you to investigate previously collected performance data on
your system. £

Batch Model

EEEHEEEEEHE

. Manage Collections

Collection Manager allows you to view and work with the performance data on your system.

Close
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Packaging
Performance Tools Licensed Program Product

= [BM i for Collection Services, Health Indicators, Monitors| 7.2

» Performance Tools Licensed Program Product
 5761PT1 for 6.1
5770PT1 for 7.1 and 7.2

Performance Tools - Manager Feature

» Disk Watcher, Performance Explorer, Database, Batch Model

7.2

Performance Tools - Job Watcher
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Packaging:

Performance Tools Licensed Program Product 6.1and 7.1

Investigate Data - Performance Data Investigator

Perspectives Selection
/ IBM Performance Tools —
= uPerfermance Explorer Manager feature

uDisk Watcher

u]Db Watcher

IBM Performance Tools —

UHealth Indicators

. Job Watcher feature
uCG”ECtiDﬂ Services
O uDatabase

Included with the base

Collection operating system
Collection Library Collection Name
QPFRDATA ~ Most Recent

IBM Performance Tools —
Manager feature
and latest PTFs

Display J Search J Options J Close J
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Packaging:
Performance Tools Licensed Program Product [7-2

Included with the base

Perspectives operating system

uHeaIth Indicators

7.2

uMonitDr

UCDIIectien Services

Jpatabase IBM Performance Tools —
Jd10b Watcher Manager feature

u[}isk Watcher

| Performance Explorer

7.2

R =Y =y

uBatch Model

IBM Performance Tools —
Job Watcher feature
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Prerequisites: Authorizing Users to PDI

» Users need to be authorized to use the investigate data and collection
manager performance tasks

» Include users on the QPMCCDATA and QPMCCFDN authorization lists
= Can be done via GUI or green screen

Edit Authorization List

Object . . . . . . . : QPMCCDATA Owner . . . . . . . : QSYS
Library . . . . . : QSYS Primary group . . . : *NONE

Type changes to current authorities, press Enter.

Object List

User Authority Mgt
*PUBLIC *EXCLUDE

QSYS *ALL X
PDIO1 *USE

PDI02 *USE

PDIO3 *USE

PDI04 *USE

PDI05 *USE

PDI06 *USE

PDIO7 *USE

PD108 *USE

PDI109 *USE

More. ..




Investigate Data — Select Collection

Investigate Data - Performance Data Investigator

Investigate Data - Performance Data Perspectives Selection

Name

Oleaith indicators CPU Utilization and Waits Overview

Perspectives asae .
GM Description

[ * This chart shows CPU utilization and some categories of the
B CPU Utilization and Waits Overview ; ; ; Sbubing
u Health ]ndl{:ators . more interesting waits for al.l cuntrlbutm.g jobs and tasks over
CPU Utilization by Thread or Task time for the selected collections. Use this chart to select a time

® oo ource Utilization Owerview frame for further detailed investigation.

uMonitDr

m_h:\b Statistics Overviews View List
] . mWaits CPU Utilization and Waits Overview
Collection Services By
Blpisk

u[}atabase

mph'gsil:al Disk I/O
mS[n:hronous Disk: 1/C

u]ob Watcher Ememary
— [:-I age Faults
u[}isk Watcher .

mLogiEal Database I/O
mVirtual o

U Performance Explorer

anmmuni:ations

DBatch Model gw
— Physical System

mJava

mTimeline

The Collection boxes Blworkload Grou

anlle:tion Services Database Files

allow you to specify which A
COIIeCtlon you Want to DJDIJ Watcher

DDisI-c Watchar

Work Wlth . Dperfnrmam:e Explorar
DBEtEh Modal
DCustnm Perspectives - PDITESTO

Only collections valid for |, Collection

Collection Library Collection Name

the type of chart you QPFRDATA =] Mot Recent .
SeIeCt Wi” be displayed_ Display J Search J Save as Favorite ] Options ] Close J

11
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Resource Utilization Overview

Perspective ﬂ Edit ﬂ Viewﬂ Histaory ﬂ

Collection Time System
Name(s): CS2Z2BZZSND Start: Feb 28, 2008 12:00:02 AM Name: RCHASTND
Library: COMMON End: Feb 29, 2002 12:00:00 AM Ralease: VER1MO
Type: Collection Services File Based Collection

File level: 28

Resource Utilization Percentages

--- Select Action ---

Resource Utilization Percentages

Summary for general overall health:
= CPU Utilization

= Disk Utilization

= Disk Busy

= 5250 Transactions

= |/Os per Second

= Page Faults

100
80
k=3
=
I
5 60+
=%
g Resource Utilization Rates
E 40 --- Salect Action -—- ¥
E Resource Utilization Rates
20+ 16,000
1 /V\ 14,000 |
0 T T T T T T T T = 1
12:15 AM 215 AM 415 AM 6:15 AM  B:15 A £ 12,000+
E ]
= Percent Disk Busy Disk = 10,000 -
F -9 4
a
&= 8,000
&= 4
=
2 6,000 -
= i
H
= 4,000+
= ]
2,000 \ v
0 T T T T T T T T T T T T T T T T T T T T T
12:15 AM 215 AM 415 AM  &15AM 815 AM  10:15 AM 12:15PM 215 PM 4:15 PM 6:15 PM 8:15PM  10:15 PM

——Tuotal Physical Disk 1f0s Per Second
= Total Page Faults Per Second

Date - Time

Total Logical Database 1f0s Per Second Total 5250 Display Transactions Per Second




CPU Utilization and Waits Overview

CPU Utilization and Waits Owverview

Perspective ¥| Edit [#| View ®| History

Collection Time System
Name(s): CS228223ND Start: Feb 28, 2008 12:00:02 AM Name: RCHASTND
Library: COMMON End: Feb 29, 2008 12:00:00 AM Release: WSR1MO
Type: Collection Services File Based Collection

File lavel: 28

--- Select Action --- *

CPU Utilization and Waits Overview
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Physical System Charts — Frame view of Performance!

Collection Services has the ability to collect certain high-level cross-partition processor performance metrics for all
logical partitions on the same single physical server regardless of operating system. This is available on Power 6 and

above servers, with a minimum firmware level xx340 _061. When this data is available, it can be viewed via several

perspectives found under "Physical System".

0O ‘A Physical System

* Logical Partitions Overview

® Donated Processor Time by Logical Partition

® Uncapped Processor Time Used by Logical Partition

® virtual Shared Processor Pool Utilization

* Physical Processors Utilization by Physical Processor

® Dedicated Processors Utilization by Logical Partition

* Physical Processors Utilization by Processor Status Overvie

. Physical Processors Utilization by Processor Status Detail

HMC option to enable performance collection must be
turned on for the IBM i partition to collect the data

Genearal ] Hardware ' virtual Adapters = Settings | Other

Processors [ Memory Lo

Processing Units

Minimum: 0.10 Sharing mode: Capped
Assigned: 3.00

Maximum: 3.00 Shared processor pool; DefaultPool (0)

\ [¥] allow performance information c.:-!lec*.mn)

Virtual Processors
Minimum: 1.0
Assigned: 3.0
Maximum: 3.0

Processor Compatibility Mode
Compatibility mode: POWERGS

Cancel | Help

http://ibmsystemsmag.blogs.com/i can/2009/10/i-can-display-cpu-utilization-for-all-partitions.html

14
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Logical Partitions Overview

Requires Power 6 and IBM i 6.1 or later

| --- Select Actlon ---

Lagical Partitions Overview

300,000
400,000
300,000 -

200,000 -

CPU Entitled Time Used

100,000 - /

==

L

8

"--.._______‘_‘_-

- 800

- 600

-400

- 200

] ] ] ] | | | | |
F10PM 315PM 320PM 325PM 330PM 335PM 340PM 345PM 350 FM

CPU Entitled Time Used (10-025824)
i_PU Entitled Time Used (x540ald4pd)
CPU Entitled Time Used (x540al4p3)
CPU Entitled Time Used (x540aldp4d)
— dwerage Partition CPU Wtilization (10-0282 4)
Awerage Partition CPU Utilization (x540al4p3)

Date - Time
Uncapped CPU Time Used {10-02 82 4)
Uncapped CPU Time Used (x540al4p)
Uncapped CPU Time Used (x540a14p3)
Uncapped CPU Time Used (x5 40al4p4)
— &yerage Partition CPU Utilization (x540al4pd)
Awerage Partition CPU Utilization (x540al4p4d)

Guadaag)
UOIEZIN NdD uoniued abelan



m CPU Utllizatlon Overview
A\ A4 VB R
Power Systems |
140,000 18
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http://ibmsystemsmag.blogs.com/i can/2010/03/i-can-understand-scaled-cpu-time.html
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Communications Perspectives

f:" 'atumm unications

[ 'Asvrh:hmmus Protoool Overview
— Binary Synchronous Protocol Overview
- DDI Protocol Overview

"Tuken-rlm Protocol Overview
- Ethernet Protocol Overview

Ethernet Protocol Overview
perspective ] Edit ] view & History

— ®Fame Relay Protocol Overview  collection Time System

B '- SOLC Protocol Overdlew Name(s): CS228229N0 Start: Feb 28, 2008 12:00:02 AM  Name:

| Library:  COMMON End: Feb 29, 2008 12:00:00 AM  Release: VBRIMO

' IDLE Protocol Ovendlew Type: Collection Services Flle Based Collection
— % APD Protocol Overview (| [ selectacon — =1 |
— ._ Ethernet Protocol Overview
PPP Protocol Owverview
— #®y 25 Protocol Overview
R ] 1
B g
£ 1,500 1 %
w =
= 1 =X
-9 4
21,000 - =
Z ] s
500
o ] e | mm.[_u
1 1 1 1 ) 1 1 1 1 1 ) 1
12:15 AM 2:15 AM 4:15 AM 6:15 AM 8:15 AM 10:15 AM 12:15 PM
Date - Time

|I| Awerage Mumber of Kiloleytes Transmitted Per Second B Awerage Mumber of Kilolntes Feceived Per Second

| Done || ‘Options || Save As... |
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Size Next Upgrade

Send data directly to the IBM Workload Estimator

Takes the measured data from

Collection Services and inputs it to the

IBM Workload Estimator (WLE)

Intended for a one-time sizing activity

CPU Utilization and Waits Overview

Perspective ®| edit ] view &) History »

--- Select Action --- » |

CPU |

B

Time Geconds)

Waits Overview

Seizes and Locks Waits Overview
Contention Waits Overview

Disk Waits Overview

Journal Waits Overview

Classic WM Waits Overview

CPU Utilization by Thread or Task
Resource Utilization Overview

CPU Health Indicators

Export
Modify SQL

Change Context
Show as table

Table Actions b

18
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B Performance

Search |7.2

“Investigate Data Search” added in 7.

2

B Investigate Data

Investigate Data Search

Investigate Data Search

Case Sensitive

Type at least 3 non-empty
characters

Search In:
Package Name Description

.+ Perspective s View

_________________________________________

Collection Services

Collection Services

Monitor

Whole Words Only

Metrics

SQL

! Perspective

Storage
Allocation/Deallocation by

Thread or Task

Storage
Allocation/Deallocation

Overview

Disk Storage Utilization
Average)

Show Columns:

Metrics

SQL

Description

This chart shows allocation and deallocation
of the temporary and permanent storage,
net frames requested by thread or task. Use
this chart to select a thread or task for
viewing its storage statistics over time.

This chart shows allocation and deallocation
of the temporary and permanent storage for
all contributors over time for the selected
collections. Use this chart to select a time
frame for further detailed investigation.

Charts show the disk storage utilization
(average) metric of the performance data
monitored, as well as the metric breakdown
details by ASP.

View

Storage
Allocation/Deallocation by
Thread or Task Sorted by
Allocation

Storage
Allocation/Deallocation
Overview

Disk Storage Utllization
(Average)



Collection

‘@‘ Collection Library Collection Name
QFFRDATA - Most Recent -

Metrlc Flnder I Options J | Refresh Perspectives J | Close J

Investigate Data - Performance Data Investigator

Power Systems

. Investigate Data - Performance Data Investigator
Metric Finder

Metric Metric Finder
Metric Name: Metric

Primary Affinity Domain ID Metric Name:

SMAPP Evaluations Serviced
Pe SMAPP Index Build Time Estimations

SMT Hardware Threads: Perspective
SQL Cursor Count
SQL Cursor Reuse Select J Perspective
STRPFRMON Trace Type:
Samples Taken
SaveDocument URLs Received
Scaled CPU Microseconds

oty I Scaled CPU Time |

o Scaled CPU Time Microseconds
Scaled CPU Time Used
Q scaled cpu Utilization

—— Search String Commands

\_DisI second Most Frequent Journal Entry Type
Secondary Affinity Domain ID
Secondary Control Unit
Secondary Line Description
Secondary Thread Flag
Secondary Thread Thresh {ms):

Scaled CPU Time

Collection Services --= CPU --= CPU Utilization Overview

Collection Services --= CPU --= CPU Utilization by Generic Job or Task
Collection Services --= CPU --> CPU Utilization by Job Current User Profile
Collection Services --> CPU --> CPU Utilization by Job User Profile
Collection Services --> CPU --> CPU Utilization by Job or Task

Collection Services --= CPU --> CPU Utilization by Pool

Collection Services --> CPU --= CPU Utilization by Server Type
Collection Services --> CPU --> CPU Utilization by Subsystem

Collection Services --= CPU --= CPU Utilization by Thread or Task

DIOIOIO D00 O0I00D

Collection Services --> CPU Utilization by Thread or Task

Page 1 of 1 | E Rows 3 Total:

Collection
Collection Library Collection Name
QPFRDATA - Most Recent -

| Display J | List J | Options J | Refresh Perspectives J | Close J
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Collection Library  Collection Name

Options QPFRDATA -~  Most Recent v

_ Display | | Search | | Saveas Favon’teO _ Options |) Close |

Investigate Data - Performance Data Investigator

Options
Use patterns Use patterns where applicable in charts.
Show charts Whenever possible, show charts instead of tables.
[l Enable design mode Enable advanced features allowing design and development of new content.
[l Show help Show help messages for many tasks.

Show SQL error messages Show SQL error messages to user.

] Set table size Rows: |15 Columns: |8 Specify the number of visible rows and columns shown for tables.
Default library Specify the default library that will be used when a collection is
@ Use Collection Services configured library selected.

= Use last visited library

® Use library:

ystem Monitor
[l Show threshold

7.2 | OK | | Cancel |

how thresholds in system monitor charts.

21
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Option — Show SQL Error Messages

Options
[¥]use patterns Use patterns where applicable in charts.
Show charts Whenever possible, show charts instead of tables.
Enable design mode Enable advanced features allowing design and development of new co

[]show

Show help messages for many tasks.

[C]se Columns: Specify the number of visible rows

size shown for tables.
Default library Specify the default library that will
() Use Collection Services configured library when a collection is selected.

.,_é__._. Use last visited library

OK Cancel

“Show SQL error messages” -

Modify SQL window will provide error
message to help solve SQL errors.

Perspective ®»] Edit #] view ®] History »]

--- Select Action --- w |

CPU Utilization and Waits Overview

cpu U

By

Time (Geconds)

Waits Overview

Seizes and Locks Waits Overview
Contention Waits Overview

Disk Waits Overview

Journal Waits Overview

Classic WM Waits Overview

CPU Utilization by Thread or Task
Resource Utilization Overview

CPU Health Indicators

Export

Size next upgrade
Change Context
Show as table

Table Actions

22
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Show SQL Error Messages

Modify SQL

SQL Statement

Reset

Modify SQL window

Now easier to see

SELECT

QSY.INTNUM,

QS5Y.CSDTETIM AS CSDTETIM,

SQL errors

| »

m

MAX(PCTSYSCPU) AS PCTSYSCPU,
SUM(TIMED1) * .000001 AS WBO1,
SUM(TIMEDZ) * .000001 AS WBO2,
SUM(TIMEDS + TIMEOG + TIMEO? + TIMEOS + TIMEDQ + TIME10) * .000001 AS WBO50607080910,

SUM(TIME11) * .000

SUM(TIME14 + TIME Welcome 3| Performance | InvestizateData X

SUM(TIME16 + TIME
SUM({TIME18) * .000
100 AS PCT100,

DTETIM AS DTETIM,
DTECEN AS DTECEN

FROM

(
SELECT

DTECEN
DOUBLE(
DOUBLE(

Allow collection choice

_OK |

Cancel

Modify SQL

The query you entered can not be understood by this application. Please correct and try again.

(LRPOWELL) - SQLQuery.executeQuery() - Select String: SELECT QSY.CSDTETIM AS CSDTETIM, QSY.PARTCPUUTILL,
QDK.PCTDSKFULL, QDK.PCTDSKBUSY, QSY.INTNUM, QSY.DTETIM AS DTETIM, QSY.DTECE AS DTECEN FROM ( SELECT
DTETIM, DTECEN AS DTECEN, INTNUM, DTECEN || DTETIM AS CSDTETIM, DOUBLE(SYSPTU)/DOUBLE(SYSCTA) * 100 AS
PARTCPUUTIL FROM QTEMP.QPFRDATAQAPMSYSTEMQ146000002 QSY) QSY INNER JOIN ( SELECT CSDTETIM, CASE
WHEN SUM(DSCAP) <> 0 THEN (SUM(DSCAP - DSAVL) / SUM(DSCAP)) * 100 ELSE 0 END AS PCTDSKFULL,
AVG(PCTDSKBUSY) AS PCTDSKBUSY FROM ( SELECT QSY.DTECEN || QSY.DTETIM AS CSDTETIM, DOUBLE(MAX(DSCAP))
AS DSCAP, DOUBLE(MIN(DSAVL)) AS DSAVL, AVG(CASE WHEN DSSMPL <> 0 THEN DOUBLE(DSSMPL - DSNBSY) /
DOUBLE(DSSMPL) * 100 ELSE 0 END) AS PCTDSKBUSY FROM QTEMP.QPFRDATAQAPMSYSTEMQ146000002 QSY LEFT
OUTER JOIN QTEMP.QPFRDATAQAPMDISKQ146000002 QDS ON QSY.INTNUM = QDS.INTNUM WHERE ((DSASP = '1"))
GROUP BY QSY.DTETIM, QSY.DTECEN, DSARM, DMFLAG) A GRQUP BY CSDTETIM) QDK ON QSY.CSDTETIM =
QDK.CSDTETIM ORDER BY CSDTETIM

[SQL0205] Column DTECE not in table QSY in *N.

oK)
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Design Mode

Once you “Enable Design Mode” additional options become available to create
and edit your own charts and tables.

Investigate Data - Performance Data Investigator

Perspectives Selection

= Collection Services
JdHealth Indicators

L:] Monitor Description

Chart and table views over a variety of performance statistics from Collection Services

Jcollection Services performance data.

EJDatabase
UJoh Watcher

Default Perspective
Resource Utilization Overview

. Locked \
Jdprerformance Explorer

UBatch Model | New Folder... J | New Perspective... J

E}Disk Watcher /

Jcustom Perspectives - PDITESTO |_Edit ) [_Advanced Edit ] [ Delete )

| Move Up | | Move Down |
_ /
Collection

Collection Library  Collection Name
QPFRDATA = Most Recent

-

| Display J | Search J | Save as Favorite J | Options J | Refresh Perspectives J | Close J

http://ibmsystemsmag.blogs.com/i can/2011/08/customizing-a-perspective-in-pdi.html

24
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Additional Content Packages

e 6.1and 7.1:

— Health Indicators

— Database

— Job Watcher

— Disk Watcher

— Performance Explorer

 Newin 7.2:
— Monitor
— Batch Model

Investigate Data - Performance Data

Perspectives

i_ uHeaIth Indicators

-‘[DM::mitﬂr ]

= DCD“ECUGH Services
-‘{ DDatahase

o D]Db Watcher
o DDisk Watcher

o UPerFDrrnan::e Explorer

F‘“ uBatch Model

25
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Health Indicators

Perspectives

(- Qtiealth Indicators System Resource Health Indicators

. System Resources Health Tndicators
- . ) System Resources Health Indicators
CPU Health Indica’

Perspective | Edit kI View 2l History

. Disk Health Indica: collection Time System
— - Memory Pools He  Name(s): C5228229ND Start: Feb 28, 2008 12:00:02 AM  Name:
- . Library: COMMON End: Feb 29, 2008 12:00:00 AM  Release: V6R1MOD
Response Time He Type: Collection Services File Based Collection
I .
® Database Health T | /- Select Action - =i
— System Resources Health Indicators
[ — |
Intervals Distribution (Percent)
o ® o & @0 AP
1 1 1 1
CPU—
Indicators are
=
new in 7.2 —
) E
(=]
s Memory Pools %
a
5250 OLTP Response Time -
Fercentage of intervals with values under defined thresholds Fercentage of intervals with values above Warning threshold
B Fercentage of intervals with values above Actian threshald
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CPU Health Indicators
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ystem Respurces Health Indlcators
CPU Utilization and Walts Overview
CPU Utllization Owverview
Interactive Capacity CPU Utllization
Define Health Indlcators
Export
Modify SQL
Slze next upgrade
Change Context
Show as table
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(R L~ R e T

| |

CPU Health Indicators
Disk Health Indicators

Define Health Indicators

7.1 screen captures

Memory Pools Health Indicators

Response Time Health Indicators

Edit View

Define Health Indicators 7 =0
System Resources Health Indicators
Available Indicators Selected Indicators Current Threshold Values
CPU —_—
[Empty] Interactive CPU Utilization ~ Wamning
Disk Jobs CPU Queuing Percent
Partition CPU Utilization Action
Memoary Pools
5250 OLTP Response Time
Define Health Indicators 7 =0
System Resources Health Indicators
Available Indicators Selected Indicators Current Threshold Values
CPU _
[Empty] Average Disk Percent Busy Warning
Disk Average Disk Space Percent Used
Average Disk Response Time Action
Memory Pools
5250 OLTP Response Time
Define Health Indicators 0 =0
System Resources Health Indicators
Avallable Indicators Selected Indicators Current Threshold Values
CPU _
[Empty] [T Page Faults Pending Per Second Warning
Disk Page Faults Per Second
Acton
Memory Pools
5250 OLTP Response Time
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Display Charts in Separate Window

It's useful to compare two graphs side-by-side

| CILPE3L... .M., x |& Pre.......oading... = | [ 17143, . .M. = | [ ETC3T1 - IBM N... ]x | [ https:f...umPeZVD]x l

= | @ https://etc3tl rchland.ibm.com:2005/ibm/console/contentTabPanel jsp?panel C || Bl - Google P

Investigate Data X

Welcome ¥ | Investigate Data

— Select Action —v |
Cloze h CPU Utilization and Waits Overview
CPU Utilization and We
Move to new window I-E‘@ =) WQ. E
Perspective #] Edit Reload tab 350
Collection Close other tabs 300 —-1
Name(s): Q12300 ]
) Cloze all tab= 250 4
Library: QPFRDA— 2 $
S 200
& 1
« 150,
= |
S 1

12205 AM  12:35 AM  1:05 AM 1:35 AM 2:05 AM 2:35 AM 3:05 AM
Date - Time
Dispatched CPU Time B8 cPU Queuing Time

29



@

Power Systems

Two Different Charts from Two Different Days

I

M Navi., |@thk_mhadin9?age * M Navig... |[j} ETC3TL - IBM Navigat

| (- @ httpsy//etc3tl rchland.ibm.com:2005/ibm/console/login.do?action=secure | ' Google

IBM® Navigator for i

Target system:

etc3tl.rchland.ibm.com A

Welcome dmmay

Welcome | Investigate Data X

Perspective ®] Edit B view ®] History ]

File level: 36

CPU Utilization and Waits Overview

350

300

L%
wu
(=]

)
-]
-]

POl BT W

o

(%)

[=]
1

Time Seconds)

CPU Utilization and Waits Overview I

ry

Collection Time
Name(s): Q122000002 Start: May 2, 2014 12:00:02 AM
Library: QPFRDATA End: May 3, 2014 12:00:00 AM 1
Type: Collection Services File Based Collection

@ Mozilla Firefox: IBM Edition .—w B = T X

Eile-Edit View History Bookmarks Tile Tools Help

e -

{ }hﬁps!fetdﬂ.rch...mmomra]umpezm[ + - . a
&« @ & https://etc3tl.rchland ibm.com:2005/ibm/ console/contentTabPanel jspfpanelT - @ | |B)- Google P i i
Investigate Data X

FEISPECUVE & CuUlL B VIEW &) FISLOy =0 -
Collection Time stem
Name(s): Q123000002 Start: May 3, 2014 12:00:02 AM Name: ETC3T1
Library: QPFRDATA End: Ongoing Release: V7R1MO 7
Type: Collection Services File Based Collection
File level: 30
— Select Action -—w
CPU Utilization and Waits Overview
350
300+
250
@ - i
= i
S 200
o '
a i
u 1
L
o 1504,
= '
F ‘ |
100 : & | I | I I | } I
n — TN — ——
‘ it I k
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Performance Data Reports

“Executive” Reports _ _
= Create a group of printed or online graphs

of performance perspectives.
B Performance
Investigate Data

Manage Collections » Generate a PDF or zip file containing the
B All Tasks requested graphs for the collection
Active Jobs
Disk Status
Manage Collections = Use for weekly reports

Inwvestigate Data

Performance Management for Power
Systems Create Performance Data Report

System Status
B Collections
Convert Collection
Copy Collection
Create Performance Data

Crelete Collection

Restore Collection / Star‘t here with Reports ->
Sawve Collection
Performance Data Report Definitions

[E] Reports

iPerformance Data Report Definitions

Collectars

http://ibmsystemsmag.blogs.com/i_can/2013/05/performance-reports-with-the-performance-data-investigator.html




[E Performance Data Reports

@ Add Definition

Power Systems
Drelete Definition
Mew Based On

Report Deﬁnitions Report Definitions

Performance Data Report Definitions - Etc3t1.rchland.ibm.com

e | & v ﬁ Actions + Filter :‘:ﬁ'
Name Description
No filter applied X
Health Indicators A predefined performance
System Overview A predefined performance
Resource Consumption A predefined performance

Create Performance Data Report

Report definition: | System Overview v|

Output type: F

Collection: Most Recent -
Library: QPFRDATA ~

Type: Collection Services File Based Collection

( OK] | Cancel ]
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Performance Data Report Definitions - Etc3ti.rchland.ibm.com

6

Power Systems
e | [EI v [E Actions ¥ Filter
. P New » | Add Performance Data Report Definition...
Create your own Report Definition . . @ ;
No filter applied | & "S5
Health Indic ::':ED Advanced Filter A predefined performance
Add Performance Data Report Definition System Ove[ ) Export »| A predefined performance
Resource C [ﬁ Configure Options A predefined performance
MName: | |
Description: | |
Perspectives
| Select | Perspective | Package Il add
‘ IRz | Remove
— Add Performance Data Report Definition
Collection
Collection:  Mast Recent
: L e Add Perspective
Library: QPFRDATA -
T : H
vee Filter
Cover Page Collection name: ©5228229ND (*CSFILE) -
Title:
Library: COMMOMN -
Perspectives 4 Add Performance Data Repart Definition
Report definition name |:| Add Performance Data Report Definition
Catabase
V] Dat ted = . . .
ale ereate ‘Acollection Services Name: |Demo Report |
Perspectives ® Py utilization and Waits Overview Description: [Report prepared for my presentation
Collection name ® pesource Utilization Overview Perspectives
[ ok ] | cancel Cliob statistics overviews - -
C |j' | -— Select Action -—
COlwaits
DCF’U Select | Perspective | Package
Gl O CPU Utilization = Caollection Services
Disk and Waits
= . . Overview
uPhy{slcaI Disk 1/O - :
- ] [F] Page Faults Collection Services
uSvnchanDus Disk L/'O Overview
[ Synchronous  Collection Services
Disk 1/O
Owverview
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Create Performance Data Report

Report Definitions - Rchvikes.rch.stglabs.ibm.com

E|@‘F Actions +

Mame Drescription
I: =L :I No filter applied
lif5 Health Indicators A predefined performance
i jg System Overview — ———

Create Performance Data Report... Se

jg Resource Consumption | = = N
MNew based on...
Delete...
Froperties...

Create Performance Data Report

Report definition: | Demo Report

Cutput type: ﬁ

Collection: CS228229ND (*CSFILE) - Feb 28, 2008 12:00:02 AM -
Library: COMMON -

Type: Collection Services File Based Collection

| ok | | cancel |
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Resulting Report (PDF example)

Time Geconds)

Feb 28, 2013 10:03:43 AM

Performance data report definition:
Demo Report

Report title:
Example Report based upon COMMON performance collection

Perspectives included in report:
CPU Utilization and Waits Overview
Fage Faults Overview

Synchronous Disk /O Overview

Library/Collection used for report:
Common/Cs228229nd

PU0I3S 1R S1NE4

12

CPU Utilization and Waits Overview
Colledtion System Time
Name(s): C$228220ND Nama: RCHASTND Start Feb 28, 2008 12:00:02 AM
Library: COMMON Release: VARIMD End: Feb 29, 2008 12:00:00 AM
Type: Collection Services File BEased Collection
000 100
50,000
80
10,000 ] o]
(=
i L0 S
q =
30,000 ] 3 E
q ]
=
. g r40 &
i | 2
20,000 i I RIS o o o 2
| I E IaBEIr EEIEN SE
a% ] ul Egg 1 1 30CENAGEEEN C
Page Faults Overview
10,0088 Collection System Time
Nama(s): CS22R229ND Name: RCHASTND Start: Feh 28, 2008 12:00:02 AM
Library: COMMON Release: VAR1MO End: Feb 29, 2008 12:00:00 AM
Type: Collection Services File Eased Collection
6,000,000 10,000
Disnl 5 000,000 I
Jouri i 8,000
i
Ineli i
1
4,000,000 4 E
E 1 L 6,000
= 5| A
2 3,000,000 ¥ gil 18X
7 #000%.000 -+ i
= 1] Bel
= i biel gl
g . ] 50 1 [ao00
= H i i ¥ o
2,000,000 ! | H et
} o H L .
i 5 ; ']
| I }‘ pi N &
1 ann ann i NN 1A [2000
Synchronous Disk 1/0 Overview
Collection System Time
Name(s): C5228220ND Mame: RCHASTND Start Feb 28, 2008 12:00:02 AM
Library: COMMON Release: VOR1MO End: Feb 20, 2008 12:00:00 AM
Type: Collection Services File Based Collection
14,000,000
12,000,000
10,000,000 4
£ 8,000,000
1=
=
E
=
& 6,000,000

4,000,000

2,000,000 1

Total Synchronous Disk [fO Reads
— Myerage Write Response Time

B:15 AM

Eﬂ Total Synchronous Disk [fO Writes

415 PM

Date - Time

— Awerage Read Response Time

(SPUodZSIIK wn | Asuodsay ey
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7.2 System Monitors

« System Monitors are new with Navigator in 7.2
— Similar capability to Management Central System Monitors

« System Monitor data comes from Collection Services

* You view System Monitor data with the Performance Data
Investigator

TELE LS LR

Dawnh’

5Y5_N

~ | Event Log Machine Pool Faults Rate
Disk_n :
Start User Pool Faults Rate {Maximum)
SYS_N Star CPU Utilization (Average)
SY5_N

New Based On Temporary Storage Utilization

Delete CPU Utilization (Uncapped)

Properties

© 2014 International Business Machines Corporation

|
Investigate Monitor Data » | Disk Arm Utilization for System ASP (Average)
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Monitor Dri

--- Select Action ---* |

cPU CPU Wtilization (Uncapped)

CPU Utilization (SQL)
I h’ CPU Utilization (Interactive Jobs)

CPU Utilization Overview

System Monitors
Export

Modify SQL

Size next upgrade
Change Context
Show as table

Table Actions
an

Percent

Re=zource Utilization Overview

lI-down Actions

With Navigator System Monitors, you use the
Performance Data Investigator to view the graphs.

Drill-down to find contributing jobs

Refresh

--- Select Action --- = |

EES CPU Utilization (Uncapped)

CPU Utilization (SQL)
I-E CPU Utilization (Interactive Jobs)
Resource Utilization Owverview
System Monitors
Export
Modify SQL
Size next upgrade
Change Context

Show as table

Table Actions [ ]

37

Percent

CPU Utilization

--- Select Action --- = |

CPU CPU Utilization by Job or Task

CPU Utilization by Thread or Task

k CPU Utilization by Generic Job or Task
CPU Utilization by lob User Profile
CPU Utilization by Job Current User Profile
CPU Utilization by Subsystem

CPU Utilization by Server Type

CPU Utilization by Pool

CPU Health Indicators

Export

Modify SQL

Size next upgrade

Change Context

Show as table

Table Actions »
T ] [}

CPU Time (Milliseconds)

© 2014 International Business
Machines Corporation
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El Work Management
Active Jobs

Investigate Data for an Active Job

@ JLugsuirne

! MzrA=nmimit

| -
Reset Statistics

Printer Qutput
Job Log

Details 3

Hold...

Releas

1]

Walng tor time interval
Waiting for time interval
Waiting for time interval
Waiting for time interval
Waiting for time interval
Waiting for time interval
Waiting for time interval

Waiting for time interval

LN P T F A

Mowve

Elapsed Performance Statistics

Delete/End...

Investigate Job Wait Data

Performance F

Start Job Watcher

Properties

Job wait data

Collection Services job data

How did | get to

here?

Dispatched CPU Time

Jsecofr
Dmmay . . ,
Active jobs — what's
Dmmay . .
happening right now
Dmmay
Qwagadmin
Qwagadmin
Qwagadmin
e |
interval Dmmay
System
i @0ct 1, 2009 12:00:06 AM Name:
‘angeing Release: VZRIMOD
51 10| 25| 50 | 100 | All
uzsé
& nzé
50.15—_
E 3
= l].l—_
0.05
u:i\::\?::\::::lj:f::lj::l\\l ? I\\I \I \I\ T I\ T ;\I \I
12:05 AM  12:35 AM 1:05 AM 1:35 AM 2:05 AM 2:35 AM 3:05 AM 3:35 AM 4:05 AM 4:35 AM
Date - Time

B4 crU queuing Time
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Integration with System Status

LA LA I P A L

System Status - €

Last refresh:

3/8/13 12:46:53 PM

General Jobs

Total: 4,537
Jobs )

Active: 262
Processors

Addresses used

Memory Permanent: 0.010 %
Disk Space Temporary: 0.022 %
Addresses

Total disk space: 95.44 GB

System disk pool
Capacity: 95.44 GB

Usage: 79.118 %

System Status - ¢

Last refresh:

3/8/13 12:46:53 PM

e Total memory: 4,096.00 MB

| {Active Memory Pools: |
Jobs
Processors | Memory Pools Health Indicators J
Memo
Disk Space
Addresses

)

I | System Resources Health Indicators

System Status S

Last refresh:

3/8/13 12:46:53 PM

General

Jobs

Processors

Memory

Disk Space

Addresses

CPU usage (elapsed):

Type of processors:

Processing power:

Virtual processors:

Interactive performance:

Shared processor pool usage (elapsed):

Uncapped CPU capacity pool usage (elapsed):

0.0 %

Shared - uncapped
0.20 processing units
2

0 %

0.0 %

0.0 %

| 'CPU Health Indicators: |

System Status - ¢

Last refresh:

3/8/13 12:46:53 PM

General Total disk space: 95.44 GB
System disk pool
Jobs Y ] P
Capacity: 95.44 GB
Processors
Usage: 79.118 %
Memory
Temporary storage used
Disk Space Current: 8,407 MB
Addresses Maximum since last system restart: 8,435 MB

[ Disk Status i

| Storage System Values J

| Disk Health Indicators

39



Integration with Disk Status

LA LA I P A L

Disk Status - 71

Elapsed time: 00:00:00

a l @ - Actions +
) Investigate Disk Data
a ‘Unlt

Size (MB) % Used %4 Busy
Start Disk Watcher

(... No filter appliec Reset Statistics r
o @1 Col £0.704 75.7 0
olumns... Disk Overview by Disk Unit
2

_| @ a Refresh Perspective (] Edit [#] View [#] History
_| @ 3 - Collection Time System

*.é Advanced Name(s): Q067000002 Start: Mar 8, 2013 12:00:02 AM  Name:  Z1433DP1
—| 4 Library: QPFRDATA End: Ongoing Release: V7R1MO

@ ﬁ Expnrt Type: Collection Services File Based Collection
File level: 36
fzmm
- Configure Average Response Time
| |
a g Time

Milliseconds

0003

0004

0002

Disk Unit Name

0001

. Awerage Response Time



@ Welcome dmmay Target system: Etc3t2.rchland.ibm.com

Power Systems =====7

Set Target System | 7.2 screen captures
E IBM i Management

B Target Systems and Groups You can connect to one partition, but manage
<L Target Systems > a different partition.

System Groups

You can manage IBMi5.4,6.1,7.1,and 7.2

Not all features are available on all releases

Target Systems

' Add Target System: Set As Target System Properties Delete Refresh System Status

System Name Release User System Description
+% ... No filter applied
i Etc3t2.rchland.ibm.com v7r2mo Dmmay
@ Etc3ti.rchland.ibm.com v7rimo Dmmay
@ Ctcweb54.rchland.ibm.com v5rdm0 Dmmay
@ Itcgen3.rchland.ibm.com v7rimO0 Dmmay
i Isz1lp11.rch.stglabs.ibm.com verimo Dmmay IBMi6.1
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Welcome dmmay Target system: etc3tl.rchland.ibm.com

Set Target System | 7.1 screen captures

IBM® Navigator for i

Welcome
El IBM i Management &1

& SetTarget System: >

[# Svystem

Set Target System

|

You can connect to one partition, but manage
a different partition.

Your target system can be the local system where you are running IBM Navigator fori, or you can specify a different system to manage.

Select the system you want to manage, then press OK.

Select | System Name | Release | user | Add

(s |E Etc3ti.rchland.ibm.com ‘v?‘rlm(] ‘Dmmay | Remove J
@ i Isw$isteinmlydomkibs.ibm.com  v7rim0 Dmmay E— ]
C i Etc3t2.rchland.ibm.com v7r2mo0 Dmmay

C i IRl lepdumigials ibm.com  vorimo Dmmay

C i ChsywepbeausehssrTdsibm.com v5r4mo0 Dmmay

P
P 1of1l : :
age 1 0 1 Go Rows |5 < Total: 5 Selected: 1

42
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Set Target System

HTTP Server runs on the
system you initially log into.

i

\‘Si

"= required on the second
system; the Host Servers
are used

You can manage a second
system; no web server is
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Requires the latest PTF groups, including the database group
Must have the Performance Tools LPP, Manager feature, installed

Available on IBM i 6.1 and 7.1 with PTFs
Included with IBM i 7.2
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Integration with Database

« Leverage the capabilities of PDI with valuable data gathered from
database

« PDI charting of
— SQL Plan Cache Snapshots and Event Monitors
— SQL Performance Monitor files

« Collection Services collection of job-level SQL metrics

* Visual charts and/or tables in PDI that are focused on database
related metrics

« Navigation between database and performance tasks
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Database Perspectives

Investigate Data - Performance Data Investigator

Perspectives Selection

o uPerfDrmance Explorer

a uDisk Watcher
a u]nb Watcher

o UHealth Indicators

o uCD”ECtiDﬁ Services

@Tﬁ)ata base >

Collection

Collection Library Collection Name
QPFRDATA - Most Recent

Display J Search J Options J Close J

Must have the Performance
Tools LPP, Manager Feature,
installed
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Integration with Database — package overview
Database Package for 7.1, 7.2

Database Package for 6.1

 Database Locks Overview
 SQL Performance Data

— SQL Plan Cache Snapshots and Event Monitors

— SQL Performance Monitor

O ‘dpatabase
® Database Locks Overview
O- ‘ASQL Performance Data

0 ‘ASQL Plan Cache
® SOL Overview
® SOl Attribute Mix

O~ ‘ASQL Performance Monitor
® SOl Overview
® SOl Attribute Mix

I/O Reads and Writes

SQL CPU

Database Locks Overview
Database /0O

— Utilizes Job Level SQL Metrics
SQL Cursor and Native DB Opens

SQL Performance Data
— SQL Plan Cache Snapshots and Event Monitors
— SQL Performance Monitor

0 {dDatabase

® I/O Reads and Writes
® 501 CPU Utilization by Job or Task

. Database Locks Overview
] —IData base I/O
= —ISDL Cursor and Native DB Opens

= —ISDL Perdformance Data
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Integration with Database — 7.1 versus 7.2
Database Package for 7.1 = Database Package for 7.2

« Database I/O « Database I/O
O aDatabase /O 0 'jDatabase /o
D 'l_jph :Si':al I.l".D 1 'jph:gSiCEll /O
B Upetailed Views " %M
~ B Upetailed
O 'chugi-::aI /O
= :IBasic
o :IDetaiIed

« SQL Performance Data « SQL Performance Data

O 'aSDL Performance Data O~ ‘AsoL performance Data
= . _-I i Wi
B LsoL plan cache - Collection Services
- L JSDL Plan Cache Snapshots and Event Monitors
B LsqL Performance Monitor

= JSDL Performance Monitor
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Integration with Database
Launch “Investigate Performance Data” from various database tasks

SQL Plan Cache Event Monitors - Z1433dpil

Database: Zh22dpl

SQL Performance Monitors - Z1433dpl é,‘i | @ - @ Actions + Filter
Database: Zh22dpl | _ e Status Schema
[¥= ... ] Nofilter applied
, . =
@ | - @ Actions ¥ Filter = B myeventmoni Ended FLANAGAN
S0L Plan Cache Event PDITESTLIB
Name Type Status = % End
I: . :I No filter applied % SQL Plan Cache PDI Analyze... czLe
amonitor? i .
] Detailed Ended Investigate Performance Data...
4 Ejamonitor3 Detailed Ended
Bas End Imported
3 asmalltest Analyze... E—
% asum Investigate Performance Data... E Welcome X || 3QL Plan Cache Snapshots X

SQL Plan Cache Snapshots - Z1433dpl
Database: Zh22dpl

Q | @ - @ Actions ¥ Filter

Name Schema

[3= ... | Mo filter applied

@ asmalltestz QGPL
./ [ kxkSnapshot ZZLIB
= Irp1 Analyze... LRP
Investigate Performance Data... 9

@ my snapl
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SQL Overview

Several graphs:

* Query time summary
« Open summary

« Open type summary

« Statement usage summary
* Index used summary
* Index create summary
* Index advised
 Statistics advised
 MQT use

« Access plan use

« Parallel degree usage

Investigate Data - Performance Data Investigator

Perspectives Selection
- Name
) -flPerformance Explorer SQL Overview
B JDisk Watcher -
50 Description
. Job Watcher This perspective gives a comprehensive picture of how queries are running overall.
) JHeaIth Indicators
B -:ICoIIection Services
) 'jDatabase

L :lDatabase /O
(m) 'ﬂS;;L Performance Data
=} 'ﬂS )L Plan Cache
L SQL Overview

. SQL Attribute Mix
] JSOL Performance Monitor

Collection

Collection Library Collection Name
DMMLIB - Plan Cache Snapshot for PDI (SQL Plan Cache Snapshot) ~

Display] Search ] Options ] Close ]

Index Used Summary

--- Select Action --- ¥

Index Used Summary

o eaa l

[l MNO_INDEX_USED B Index Used

] MTI_USED

[ BOTH

Page 1 of 1 1 Go Rows |1 3 Total: 1
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SQL Attribute Mix

Several graphs:

Statement summary

Statement type summary

Isolation level summary

Allow copy data summary

Sort sequence summary

- II‘.jlilatalzras,e

DDatabase /o
{_jSOL Performance Data
I{_jSQL Plan Cache
. S50L Overview
® SoL attribute Mix
I‘_—hISC:IL Performance Monitor

o IJWEI‘IQI‘IEI‘I test2

Collection
Collection Library  Collection Name
SCOTTF + =nap of 33 (SQL Plan Cache Snapshot] -

| Display J | Search ] | Options ] | Clo=se ]

Close cursor summarysetement summary

Naming summary

Optimization goal

Blocking summary

B call statements
O Delete Statermnents

[ select Statements [ Update Statements [ Insert Statements
[] pata Definition Staternents B other Statements
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Investigate Data

Dawn’s Favorite
Collection Services Perspectives

(PDI Is more than Performance)

(not available on 6.1)
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Disk Response Time Charts

[+ Apisk
I.J]— 'al:llsk Response Time

- Slpetailed

#® pjsik /O Rates Overview - Detalled
#® pjcic I/O Rates Overview With Cache
® 0o /0 Average Response Time Ow

— ®pick 1O Rates Overview
— ®pisk /O Rates Overview With Cache Sta

Disk 1/O Rates Overview - Detailed

#® pisk /O Total Response Time Overy| Perspective &l Edit &) View &l History
# Disk 1/0 Total Service Time Overviey Collection

Time

System

Name(s). DISKRSPCOL

Start: Mar 11, 2008 12:31:19 PM

Name:

— #pisk 1/0 Total Service Time Overview
= . - - - - .

TN T T

A very easy interface to
see if you have slow
disk operations

A,

— Library: COMMON End: Mar 11, 2008 7:30:00 PM Rel : VBR1MO
® sk /O Average Response Time Overvie orary n ar elease
—_ T H Collection Services File Based Collection
# pjck 1/O Total Response Time Overview ype
4 | - select Action --- =IN

25,000

20,000 4
15,000 4

10,000

1/0s Per Second

10,000

A
‘Writes Per Second When Write Response Time >1 024 000 microseconds: 0.41

%

6,000

4,000

2,000

12:43 PM

T
1:45 PM

2:45 PM

345 PM 443 FM
Date - Time

Feads Per Second Wwhen Eead Eesponse Time < =15 microseconds

345 PM

(SPU0IASOIIAD FLL]



Power Systems # 15M Technology for Java Memory Overview
LAY Technology for Java Memory by Job
.
| | --- Select Action --- w ‘ |
IBM Technology for Java Memory Overview
- 500
7
700,000 - ,ﬁ
600,000 - ,é e
' ,% [— — | (—| — | g

@ =] = = =] =
g 500,000 — /// = = = = = 300 'é
& / = = = = = =
2 400,000 é — = = = = 2
< s = =] =] = =
X 300,000 % =: = = 200 ?
@ - f; ¥ 5w 3 b=

200,000 BRE / —

_" - / = | | --- Select Action --- w» ‘ |
100,000 _ ! P | | IBM Technology for Java Memory by Job
. —f'.:!- e 7 E
4:':"5l AM 5:00 AM 5:05 AM i |
Size (Kilobytes)
B current Heap Allocated B Heap In Use o QQQ @Q QQQ QQQ QQQ
® o A o o o A

CAS/ QEPMCTDIR/ 026653 J o mem

s N ADMIN2/ QLWISVR/ 026577 -jesummmanans

ADMIN3/QLWISVR/026571 I_._.._ T —

ADMIN4/QWEBADMIN/026563

Find that job using a
lot of heap...

/_\_/_\/

Full Name

ADMIN1/QLWISVR/026564 -

QYPSISVR/ QYPSISVR/ 026171 L mseammetsssassenses

QPOZSPWT/QCPMGTDIR/ 026716 -

QSRVMON/QSYS/026131 £
rmnmnl

B Current Heap Allocated - Peak B Heap In Use - Peak B Malloc (Break) Memory - Peak




N\ 0 ‘AMemory

Power Systems 2 ® Memory Pool Sizes and Fault Rates
. Memory Pool Activity Levels
Memory ® DB and Non-DB Page Faults

 Memory perspectives are now available

 Similar information from what you get on WRKSYSSTS....

System Fool Reserved
Pool Size (M) Size (M) Fault Pages
1 _ 490.59 247.83 . . .0 .0
5344.71 G.07 . . 0] .0

2 .
3 2283 .44 .00 . . 12.3 29.0
4 .25 ol g . . . .0
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ﬂMemom

Memory

In a graphical view!

Memory Pool Sizes and Fault Ray

Note the change in pool sizes.
QPFRADJ is on.

. Memory Pool Activity Levels

E . Memory Pool Sizes and Fault Rates

® DB and Non-DB Page Faults

(1

25
s,ooo [II T TS mmm — ||-I|:
7’000 o —h S S ] M -_20
‘5‘ Al .
= 6,000 I
Y
e 15
© 5,000
<
v 4,000
& 10
= 3,000
e
2,000 wiw [
1,000 -y
ssissississississ| T NSNS,
11:35 AM 11:50 AM 12:05 PM 12:20 PM 12:35 PM 12:50 PM 1:05 PM 1:20 PM
Date - Time
Pool Size {001) B rool size (002) [ Pool Size (003) E3 Pool Size (004)

puo0das 134 syne4
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Memory Pool Sizes and Fault Rates (001-004)

@& ‘ | --- Select Action --- | ‘

Memory - Drilldown

/\/—\/

Find that jobs that
are faulting...

/\_/_\_/

Page Faults by Job or Task

Memys Memory Metrics for One Pool

Memory Pool Activity Levels

DB and Non-DB Page Faults

Waits by Pool
Disk Waits Overview
Memory Pools Health Indicators

Export

es)

Faults Per Second

Q
QPMRSYSCMD/QSYS/064090 I'
QPMHDWRC/QSYS/064089 - ===
QYMEPFRCVT/QSYS/064086 —f = " iowwoiie o
CFSLT00 fry]
Q1PPMSUB/QPM400/064156 4
£ QYMEARCPMA/QSYS/064085 -
£  QZRCSRVS/QUSER/064149 0]
E QPWFSERVSO/QUSER/ 064142 {1

CAS/QTMHHTTP/064093 { |
ADMIN/QTMHHTTP/ 064094
Q1PDR/QPM400/064091 -
Q1PPMCHK/QPM400/064102 -
Q1PPMCHK/QPM400/064117 -

11111111111111111111111111111111
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Storage Allocation Perspectives

LA A IS A R L

- Apisk

Selection
DDiEk Response Time Name
a ] Storage Allocation/Deallocation Overview
Storage Allocation o
Description

. Storage Allocation/Deallocation Overview

This chart shows allocation and deallocation of the temporary and permanent

... . . storage for all contributors over time for the selected collections. Use this chart
Storage Allocation/Deallocation by Thread or Task to select a time frame for further detailed investigation.
-
4 | | --- Select Action —w | ‘
Storage Allocation/Deallocation Overview
140,000
120,000 -
100,000 4
W
= 80,000 -
=
=
S 60,000 -
=
40,000
20,000 -
0-
12:45 PM 1:45 PM 2:45 PM 3:45 PM 4:45 PM 5:45 PM 6:45 PM
Date - Time
. Storage Allocation {(Megabytes) . Storage Deallocation (Megabwies)
1




Storage Allocation by Thread or Task

LA A IS A R L

Selection
Name
Storage Allocation/Deallocation by Thread or Task

Description

This chart shows allocation and deallocation of the temporary and permanent

storage, net frames requested by thread or task. Use this chart to select a thread or
task for viewing its storage statistics over time.

Storage Allocation/Deallocation by Thread or Task Sorted by Allocation

| -—- Select Action — |

Storage Allocation/Deallocation by Thread or Task Sorted by Allocation

Storage Allocation/Deallocation (Megabytes)

\] " ]
° o A® 32 A

BEIJINGA/QTMHHTTP/351432 - 00000029

FiFF.FFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFryyyFryy

BEIJINGA/ QTMHHTTP/ 351452 - 00000032 iibetabbdtotodonntonin
»« QZDASOINIT/QUSER/436389 - 0000000F feeceiist
E QRWTSRVR/ QUSER/436662 - D01A3AR7 —[rr
S  QRWTSRVR/QUSER/436570 - 00000050 -
=
S  QRWTSRVR/QUSER/436570 - 00000051 -FZZ2ZZ21
£  QRWTSRVR/QUSER/436570 - 0000004 F FEZZZZZA
QRWTSRVR/QUSER/436570 - 00000052 222227
QRWTSRVR/ QUSER/436662 - 001A3AB9 222227
T 4 & U u I I :
Q Q o 2 Q
Q® Q% o o
Cy .s_ﬁ.-v. 3@ ,LQ.&
Net Storage Requested (Megabytes)
Storage Allocation (Megabytes) E Storage Deallocation (Megabytes) = et Storage Requested (Megakbrdes)
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P Syst

owersystems — . Timeline Overview for Threads or Tasks
[ ] L ] L Im-.
Timeline Perspective _
Selection
The timeline bars on the chart represent  name
the elapsed tlme Of threadS or taSkS Timeline Overview for Threads or Tasks
— Dispatched CPU Time Description o _ _
. . This chart shows the timeline overview for threads or tasks. Use this chart

- CPU Queumg Time to select a thread or task for viewing its detailed run and wait
— Other Waits Time contributions.

Timeline Overview for Threads or Tasks

Date - Time (Apr 14, 2008 4:15:15 PM ~ Apr 14, 2008 5:34:00 PM )
4/14/08 4/14/08 4/14/08 4/14/08
4:28:20 PM 4:45:00 PM 5:01:40 PM 5:18:20 PM

ADMIN2/ QLWISVR/ 015054 - 00000412 {——————— b e
ADMIN2/ QLWISVR/ 015054 - 00000414 -
ADMIN2/QLWISVR/ 015054 - 00000416 -
ADMIN2/ QLWISVR/ 015054 - 00000418 -
JO-TUNING-TASK
QDBFSTCCOL/QSYS/012644 - 0000005D -
DBL3BaseP001 |

ADMIN2/QLWISVR/ 015054 - 000004 1B -
SMPO0000 -

ADMIN/ QTMHHTTP/ 015069 - 00000002 -
QZRCSRVS/QUSER/015698 - 0000004A -
ADMIN/ QLWISVR/ 015056 - 000000D3 -

Thread or Task

E] Dispatched CPU Time E3 CPU Queuing Time B8 other waits Time
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Timeline Overview for Threads or Tasks

Timeline Overview for Threads or Tasks

parspective [ Edit [&] View [B] History

Collection Time System
Name(s): Q095000005 Start: Apr 5, 2013 12:00:05 AM Name: LPB3UTZY
Library: QFFRDATA End: Apr 6, 2013 12:00:00 AM Release: VIRZMO
Type: Collection Services File Based Collection
File level: 36
--- Select Action --- *

All waits for One Thread or Task

All Waits by Thread or Task

Drilldown to this new chart from

existing charts
Waits by Job or Task
All Waits by Thread or Task

h. Step 2: Drill down to All Waits for One Thread or Task
Export
Maodify SQL Date - Time (Apr 5, 2013 12:00:10 AM ~ Apr 6, 2013 12:00:00 AM )
Show as table 4/5/13 4/5/13 4/5/13 4/5/13 4/5/13 4/5/13 4/5/13
: 8:03:20 AM 8:20:00 AM 8:36:40 AM 8:53:20 AM 9:10:00 AM 9:26:40 AM 9:43:20 AM
Table Actions 4 T P T BT ST P T D
QZSO0SIGN/QUSER/188399 - 00000063
[ i |
QZS0SIGN/QUSER/188400 - 00000020 4\ st it
£
¥ Q1PPMSUB/QPM400/188401 - 00000024 I Step 11 Select a thread from the char
[
s TNACCEPTTASK
= #
]
£ QTVDEVICE/QTCP/187701 - 00000001 - I 1
=
QTVDEVICE/ QTCP/187712 - 00000001 | P4, 499,009, 05 [
b ol Waits by Job or Task
QTVDEVICE/QTCP/187705 - 00000001 I 1

Select one thread or task and drill down to
“All Waits for One Thread or Task”

or
“All Waits by Thread or Task”

Naime

--- Select Action --- = |

Waits for One Jeb or Task

All Waits by Thread or Task
ERE 5 V=R e 1Es Step 2: Drill down to Timeling Overview Chart

Timeline Overview for Threads ar Tasks

Edit Wiew .
Export

] D D
Madify SOL 1@ 2 & &

Size next upgrade
Change Context l
Show as table

Table Actions ]
ADMING |/ OWEBADMIN /188065

ADMIN1/ QLWISVR/188068@4.99] —————step 1: Select a job from this chart
CRTPFRDTA/QSYS /188345 7]




QAPMCONF

!@\ Parspactive 2| Edit Bl Visw Bl History 2]
Power Systems Collection Time System
Name{=): QDEFO0DDDZ Start: Mar &, 2013 12:00:02 AM Name: ETCETL
. . . Libwrairy: QOPFRDATA End: Ongoing Relzaze: WVFR1IMO
DISpIay COIIeCtlon SerVICGS Type=: Collection S=rvice= File Bazed Collection
. Filz l=y=l: 36

Database Files QAPHCONE Panel View

Library Mame: QPFRDATA Proce==or Firmwars Time: Mo
L] QAPMCONF Member Name: QOETDD0D02 Ta=k Threshold Wales {ms=): 1,000

Start Time: Mar 8, 2013 12:00:02 Secondary Thread Thresh {ms): 1,000
&M Dizk Re==zpons= Time Boundary 1 {u=): 15
Mod=l Number: &1
= Rumber Dizk Re==pons= Time Boundary 2 (u=): 230

NaVI g atl O n : System Typ=: esE Disk Responss= Time= Boundary 3 {u=): 1,000

= . = Partition Memary (KE): 4124304 Dizk Re==zpons= Time Boundary 4 {u=): 4,000
Collection Services = Collection o coees ' o Samron i Sy 5 (). 5000
Machine S=rial Number: 10-DESFA

Dizk Re==spons= Time Boundary & (us): 16,000

Re Tims Sourdary 1 (ms): 1000
=panze Time Bzundary 1 (ms) Disk Resporss Time Bourdary 7 (us): 54,000

Services Database Files 2
Respznss Tims Bzundary 2 (ms): 2000 Disk Resporss Time Gourdary B [us): 256,000
QAP M CO N F Re=ponz= Time Boundary 3 {ms): 4ooo Disk Respons= Time= Boundary 9 {u=): 300,000

Re=ponsze Time Boundary 4 {ms=): BO0D

Dizk Re==pons= Time Boundary 10 1,024,000
System ASP Capacity {KE): 93,206,752 {u=):
Checksum Protection On: N Hype=rvizor Memory {ME): &40
Virtual Proosssors: z SMT Hardwar= Threads: [¢]
In=tall=d Proce=sors: 4 Time= Int=rval {minut=x): L}
: - - - Remcote Respons= Boundary 1 - Interactive Limit {%4): 100.00
O 'jCc:IIectmn Services Database Files (ms)- '
N Time= Int=rval {s=conds): 200
* QAPMARMTRT F"“Tt" Responze Boundary 2 . Intaractive Threshold (%) 100.00
{m=):
- Proce=sor Multi-ta=zking Capability: System
Fmmcte Re Boundary 3 -
QAPMBUS ,m:'f =panss Reunian Cantroliad
] o
APMBUSINT System ASF Capacity (KE): 23,208,752 Output Fil= System: ETC3TL
Partition Count: 3
[ ] QAPMCONF Perm 16ME Addr Remairing: 374,845,547,564 ArHbEn ewr
® T=mp 16ME Addr Remaining 274,E14,955,200 Processar Folding Suppar: M=
Partition 1D z
APMDISK Disk Re=sp Tims Boundary 1 (m=): 1 arbEn
» QAPMDISKRB Disk Resp Time Boundary 2 (ms): 16 Primary Partition 10: o
P Digk Fmsp Time Boundary 3 (ms=): &4 Processor Units: 0.2
0 stam Verzion: 7
APMDOMINO Disk Re=sp Tims Boundary 4 (m=): 256 System Verzizn
® Digk Ramszp Time Boundary 5 (m=): 1,024 System Releass: Lo
P o
stam Name: ETC3T1
Collection Data: Consistant with *5r5 System Name
QOAPMETH
Collmet Intmrmal Data: N Performancs Monitor Sslect Job:
. QAPMHTTEB *CSMETCOL Collaction Library: QFFRDATA Shar=d Procsssar Pocl: ==
" Partition Sharing Capp=d: u d
*CSMETCOL Collection Hame: QDEF0D000Z artlian Shanng Lapp= e
Diatabass Carsistancy: Variable Proce=sor Spee=d Capability: 1
PFRAD] Syztem Vals: z
Databass Limit (3 of CRU: 100.0 Q System Valoe
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QAPMCONF ... a closer look....

QAPMCONF Panel View
Library Name:

Member Name:

Start Time:

Model Number:
System Type:

Partition Memory (KB):
Comm Data Collected:

Machine Serial Number:

\irtual Processors:

Installed Processors:

© 2014 International Business Machines Corporation

QPFRDATA

Q258000002

Sep 15, 2014 12:00:02

AM

FHB

9119

1048576000

Y

02-88C55
Partition Count:
Processor Folding Support:
Partition ID:

32 _ .
Primary Partition ID:

128

Processor Units:
System Version:
System Release:

System Name:

109
Yes

89

32.00

7

2.0
LP8OUT2/
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Considerations for Viewing Prior Release Performance data

 Performance data from earlier releases can be viewed with the
Performance Data Investigator at the latest release

— Note: Not all graphs and charts will be available after conversion due to
changes in data content and format

« |f prior release data has not been converted, you may get errors when
trying to dISplay charts 0 Perspective error

The specified collection i= invalid.
Close Message

» Use the Convert Performance Collection (CVTPFRCOL) command

— Supports Collection Services, Job Watcher, Disk Watcher, and Performance
Explorer data

— Data from 6.1 can be converted and viewed with PDlon 7.1 or 7.2
— Data from 7.1 can be converted and viewed with PDIl on 7.2
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Considerations for Viewing Prior Release Performance data

Convert the performance data to the current release format (commands)

— For Collection Services data
— The preferred approach is to save the Management Collection object to a save file

— SAVOBJ OBJ(MYMGTCOL) LIB(MYLIB) DEV(*SAVF) SAVF(MYLIB/MYSAVF)
— FTP the save file to the 7.1 or 7.2 partition

— Use the Restore Performance Collection command (RSTPFRCOL) to restore the
*CSMGTCOL collection

— Use the Create Performance Data (CRTPFRDTA) command to get the data into
database files

» Create Performance Data will create the data at the current release format

— Note: the library in which the performance data is restored into needs to be at the
current release level

— For Job Watcher, Disk Watcher, or Performance Explorer collections

Save the performance data using the Save Performance Collection (SAVPFRCOL) command
FTP the save file to the 7.1 or 7.2 partition

Use the Restore Performance Collection (RSTPFRCOL) command to restore the data on the 7.1
or 7.2 partition.

Use the Convert Performance Collection (CVTPFRCOL) command to convert the prior release
database files to the current release.
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Considerations for Viewing Prior Release Performance data

» Convert the performance data to the current release format via the

GUI

— The steps are similar to the prior slide:
— Save the performance collection

— FTP the save file to the desired partition

"""""

________ Copy
[N
& DAWH Delete 1
4|
1-22 of 22 item >2Ve

— Restore the collection via the Collection Manager

Manage Collections - Etc3t1.rchland.ibm.com

— Convert the collection to
the current release format

Actions -

Investigate Data

Properties

& | B~ G
Mame
S ... | Mo filter applie

@, QO660000C
@, QO680000C

@ QO0690000C

@, QO700000C

Maintain Collections
Columns
L’—g‘ Refresh
% Ad d Filt
- vanced Filter
[l Export

{ @ Configure Options

Rebuild Collection Table

FRestore

Convert 3

Collection Services File B
Collection Services File B

Collection Services File B
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Manage Collections

« The Manager Collections tasks allows you to see and manage all of your
performance data from one central location

« Various tasks can be launched from the Manage Collections task, including the
Performance Data Investigator

Manage Collections - Isz1lp13.rch.stglabs.ibm.com

B 193

1- 100 of 212 items

T P - - s i~ P Sy~ R .,

5110 25| 50 | 100 | Al

4 A A e e e

P R

§ s v '@_? Actions ¥
Name Library Type Status Started Ended Size MB System Version
EI No filter applied
£ Q311025028 ZZTEST Disk Watcher File Based Collection Complete 11/6/12 2:50:28 AM  11/6/12 2:51:20 AM  2.766 1571LP13 V7RIMO
c - = DFLADP Collection Services File Based Collection Complete 6/11/12 4:25:07 PM 7/15/12 4:28:35 PM 1.754 ASWC V7R1MO
D::ie RAKLIB Job Watcher File Based Collection Complete 1/9/13 32:56:07 PM 1/9/13 4:12:10 PM 0.004 1SZ1LP13 V7R1MO
Gave RAKLIB Collection Services *MGTCOL Obj Based Ct Complete 6/11/12 4:25:07 PM 7/15/12 4:28:35 PM 3.684 ASWC V7R1MO
Investigate Data ZZTESTR Collection Services File Based Collection Complete 11/1/12 12:00:06 AM 11/1/12 12:03:25 PM  380.464 ISZ1LP13 V7R1MO
Properties P ZZTESTR Collection Services *MGTCOL Obj Based Cc Complete 11/2/12 12:00:06 AM 11/3/12 12:00:04 AM  428.644 I5Z1LP13 V7R1MO
([ Q307000005 ZZTESTR Collection Services File Based Collection Complete 11/2/12 12:00:06 AM  11/3/12 12:00:00 AM  401.808 ISZ1LP13 V7R1MO
[{ii: Q254000002 ZZTESTR Collection Services File Based Collection Complete 9/10/12 12:00:02 AM  9/10/12 10:20:00 PM  42.375 ISZ1LP13 V7RIMO
@ Q306121500 ZZTESTR Collection Services File Based Collection Complete 117112 12:15:03 PM 11/2/12 12:00:05 AM  344.4584 I5Z1LP13 V7R1MO
@, Q309010017 RONSNA1210  Collection Services File Based Collection Complete 11/4/12 1:00:17 AM 11/4/12 11:01:04 PM  90.836 QCCO1XX4 V7R1MO
(i Q313000005 DFLTEST1 Collection Services File Based Collection Complete 11/8/12 12:00:05 AM  11/8/12 2:06:30 PM 506.066 15Z1LP13 V7R1MO
(&) NORMAL QPEXDATA Perfarmance Explorer *MGTCOL Obj Based Complete 1/7/13 2:37:10 PM 1/7/13 3:37:21 PM 4.039 I1SZ1LP13 V7R1MO
[ CSPFRO225 CRSS_MON Collection Services File Based Collection Complete 2/25/13 12:01:03 AM  2/26/13 12:00:00 AM 729,32 LDPROD VER1MO
@. Q078110401 QPFRDATA Collection Services File Based Collection Complete 3/19/13 11:04:04 AM  3/20/12 12:00:04 AM  76.016 15Z11LP13 V7R1MO
@l IBMPEX0002 DFLBUGNN1 Perfarmance Explorer File Based Collection Complete 12/12/12 8:09:41 PM  12/12/12 9:10:28 PM  2,459.21  FOHC2E V7R1MO
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Manage Collections

* If you restore performance data without using the Restore
Performance Collection interface, collections may not display
in the Manage Collections view.

* The “Rebuild Collection Table” option will rebuild the meta-data
used for the Manage Collections task and then your
performance data should be visible.

Manage Collections - Isz1lp13.rch.stglabs.ibm.com

@_ﬂ =g @ Actions w
Maintain Collections ¥ | Rebuild Collection Table

Mame

% ... | No filter appliec Columns Restore
£ Q311025032 53 Refresh Convert .
(fi: CPYCS05 j":?‘ Advanced Filter Collection Services File B:
& DIFFERENTE |30 Export * | lob Watcher File Based C

(5 DIFFERENTE| @ Configure Options Collection Services *MGT
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Performance Data - Analysis

Performance Diagnostics with the
Performance Data Investigator
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Analyzing Performance Data Using PDI

* Now that you know all that PDI can do....

— How do you really use it to analyze performance data?

— There are no specific steps — it all depends upon what you see in the
performance data

— If you look at your performance data on a regular basis, you will learn your
“‘normal” pattern which makes it easier to identify something unusual

— Experience is the best teacher.
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Analyzing Performance Data Using PDI
« Start by asking questions:

— What was the symptom of the problem?
— Who reported the problem?

— What time did it occur?
— How long did it last?

— Have there been any recent changes?
= New or changed workload?
= Any application changes?
= Any recent hardware configuration changes?

— What was the scope?
» Did it impact the entire system?

» Did it impact some subset of work?
— Specific users?
— Specific applications?
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CPU Utilization and Waits Overview

| generally start with CPU Utilization and Waits Overview and look for interesting points
Next steps will depend upon the answer to the prior questions, along with what you see.

CPU Utilization and Waits Overview

100
50,000 ‘
. _80
= (]
40,000 : \ =
b ' =
- ' . 60 £
z ¢ y: 3
@ 30,000 ' .1 =
6 - :
E ' e ri s
F 20,000 . s aa as ) o] Y x
N i I | J || (1
HHHHE ssisiel=ao] ] 2
1 N L ! | : -
10,000 HHH ; J %IH 20
1188 : ol o 1]
i
(|

i
kb
'.'Hilliii M.

0
1:115AM 315AM 515AM 7:115AM 915 AM 11:115AM 1L:15PM 315PM 5115 PM
Date - Time
&1 Dispatched CPU Time B3 cpru Queuing Time Disk Time
Journaling Time | Operating System Contention Time [ Lock Contention Time
B3 Ineligible waits Time — Partition CPU Utilization

L
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Using PDI, you can learn how to navigate through your data

Collection Services data may not be able to resolve your problem, but it
may very well help to identify areas where more detailed analysis is

needed.

ion Waits Overview

40,000 - -

35,000

30,

]
W

Time Seconds)
N
[=]

=l

=]

=]
1

e
(=]
=]

10,000 -
5,000
0
L Perspective EI Edit EI View EI History El
M Disk s
Semaph T
E Machine Waits by Job or Task |

Waits by Generic Job or Task
Waits by Job User Profile

Waits by Job Current User Profile
Waits by Pool

Waits by Subsystem

Waits by Server Type

Waits by Job Priority

Export

Modify SQL

Size next upgrade

Time Seconds)

Change Context
Show as table

Table Actions

=1

15 AM 11:15 AM
Date - Time

[E] Disk Op-Star
B Mutex Conte
[ seize Conten

100
\ /“—L "’
(=]
i =

All Waits by Thread or Task (Century Digit = '1', Interval Date And Time = '080228050000")

Perspective El Edit EI View El Histary El

| --- Select Action --- » |

All Waits by Thread or Task

4

CPUTEST/WLCPU/348207 - 00000001
CPUTEST/WLCPU/349618 - 00000001
CPUTEST/WLCPU/349339 - 00000001

< CPUTEST/WLCPU/347432 - 00000001

& CPUTEST/WLCPU/347692 - 00000001

S CPUTEST/WLCPU/347495 - 00000001

E CPUTEST/WLCPU/348520 - 00000001

= CPUTEST/WLCPU/348576 - 00000001
CPUTEST/WLCPU/349355 - 00000001
CPUTEST/WLCPU/349492 - 00000001
CPUTEST/WLCPU/347901 - 00000001
CPUTEST/WLCPU/348317 - 00000001
CPUTEST/WLCPU/347234 - 00000001

Dispatched CPU Time

Other Waits Time

E& Disk Mon-fault Reads Time

[E] Disk Op-Start Contention Time

Disk Other Time

Semaphore Contention Time

A Machine Level Gate Serialization Time

B3 cpu Queuing Time

B8 Disk Page Faults Time

E Disk Space Usage Contention Time
[ Disk writes Time

Journal Time

Ei] Mutex Contention Time

EH seize Contention Time

— _ _
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Drill-down based upon what you see

« While no one job was causing the spike in contention, we can find out
many jobs were affected during that interval.

« This is an example where Collection Services can show us
something is going on, but Job Watcher data is necessary to identify
the root cause.

CPUTEST/WLCPU/349157 - 00000001 bk i
CPUTEST/WLCPU/ 349433 - 00000001 [ iaamm s n s
CPUTEST/WLCPU/348199 - 00000001 |f
CPUTEST/WLCPU/349310 - 00000001
CPUTEST/WLCPU/ 348872 - 00000001 [
CPUTEST/WLCPU, 349335 - 00000001
CPUTEST/WLCPU/ 348888 - 00000001 ||
CPUTEST/WLCPU/349210 - 00000001 [
CPUTEST/WLCPU/ 348808 - 00000001 |§
CPUTEST/WLCPU/ 349590 - 00000001 [
CPUTEST/WLCPU/ 347549 - 00000001 [
CPUTEST/WLCPU/347856 - 00000001
CPUTEST/WLCPU/348477 - 00000001
CPUTEST/WLCPU 348489 - 00000001 [t
CPUTEST/WLCPU/ 347088 - 00000001 e eida

APCLS38/WRKLOAD/ 346723 - 00000001 [EESEESE it S

APCLS49/WRKLOAD /350303 - 00000001

spatched CPU Time FA CPU Queuing Time
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Some questions and examples

© 2014 International Business Machines Corporation



to my pools?

ing

'_ . Memory Pool Sizes and Fault Rates
QPFRAD] System Value:

tjMemn

i

ter been do
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®

 Collection Services allows you to look backward in time

What has the performance ad

Power Systems

Memory Pool Sizes (All Pools)
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DB Page Faults (All Pools)
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ﬂMemDm
. Memory Pool Sizes and Fault Rates
. Memory Pool Activity Levels

DB and Non-DB Page Faults Overview (All Pools)

® 0p and Non-DB Page Faults

What does the faulting look like when | was testing?
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Who was the guilty party in that faulting??

* You can drill down into job statistics from the prior charts

« Or you can start directly with page faulting perspectives

0 ‘Apage Faults
® page Faults Overview
® page Faults by Job or Task
® page Faults by Thread or Task
® page Faults by Generic Job or Task
® page Faults by Job User Profile
® page Faults by Job Current User Profile

* Page Faults by Subsystem

* Page Faults by Server Type
* Page Faults by Pool

© 2014 International Business Machines Corporation
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| had a System Slowdown at 4:00 PM yesterday. Why?

« Common places to start:

— Health Indicators
— CPU Utilization and Waits Overview

— Timeline overview for Threads and Tasks

© 2014 International Business Machines Corporation
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| had a System Slowdown at 4:00 PM yesterday. Why?

job stand out?

© 2014 International Business Machines Corporation

Does one particular

Start with a system-wide view —
— CPU Utilization and waits overview

Select the starting and ending times

Drill-down into the desired metric
— CPU Utilization by Thread or Task

CPU Utilization by Thread or Task

X e A F

ead or Task

Thr

IBMARE/ QWEBADMIN/078383 - 00000015
RMTMSAFETASK
CFINTO1
ADMIN2/QLWISVR/076669 - 00000027 -
ADMIN2/QLWISVR/ 076669 - 000004A7
IBMARE/ QWEBADMIN/078383 - 00000008
QSLPSVR/QSYS/076478 - 00000003 +
CRTPFRDTA/QSYS/081736 - 000000BB
QTOCRUNPRX/QSRVAGT/076529 - 0000000D -
ADMIN2/QLWISVR/076669 - 00000085
QDBFSTCCOL/QSYS/076280 - 00000005
QYPSJSVR/QYPSJSVR/076396 - 00000007
QSRVMON/QSYS /076367 - 00000007
ADMIN4/QWEBADMIN/076410 - 00000006

CPU Utilization (Percent)




®

Power Systems

Was my CPU usage related to SQL?

SQL CPU Utilization by Job or Task =

® 5o cpu utilization by Job or Task

® Database Locks Overview

Ay

SQL CPU Utilization

| —-- Select Action — =
SQL CPU utilization

CPU Utilization (Percent)
° 1 N 6 ® 4 % W& AR

QPMRSYSCMD/QSYS/081740

CRTPFRDTA/QSYS/081726

CRTPFRDTA2/QSYS/081727

QSQSRVR/QUSER/081352

Full Name

CRTPFRDTA2/QS5YS/081737 -

CRTPFRDTA/QSYS/081736

QSQSRVR/QUSER/076361

SQL CPU Utilization B3 non-5qL CPU Utilization

Y e
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End of questions and examples

© 2014 International Business Machines Corporation
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IBM | developerWorks

« IBM i developerWorks is the web site to go to find out about
— Latest function delivered via Technology Refreshes
— Enhancements delivered via PTFs

— http://www.ibm.com/developerworks/ibmi/

d eve IO pe rWQ rk S Technical topics  Evaluation software ~ Community  Events

developeVorks: » Technicaltopics

IBM i

IBM articles, tutorials, and technical resources for IBM i users
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PDI Enhancements via PTFs

1. IBM i developerWorks

developerWorks

http://www.ibm.com/developerworks/ibmi/ IBM | Technology Updates
8 v—
2. Technology Updates A
https://www.ibm.com/developerworks/ibmi/techupdaies

3. Performance Tools

https://www.ibm.com/developerworks/community/wikis/home?lang=en#!/wiki/
IBM%20i%20Technology%20Updates/page/Performance%20Tools

4. Performance on the Web

https://www.ibm.com/developerworks/community/wikis/home?lang=en#!/wiki/
IBM%20i%20Technology%20Updates/page/Performance%200n%20th
e%20web

You will find a list of enhancements by timeframe with links to the
details.
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IBM i Technology Updates - by IBM i product or subject matter
Backup Recovery and Media Services (BRMS)

IBEM i Technology Updates

Performance Tools
E | Updated February §, 2013 by ShaunaRolings | Tags: performance_tools

Page Actions -

This section contains information about the most recent enhancements to IBM 1 Performance Tools. This topi

collection tools, the performance components of IBM Systems Director Navigator for i and the Perfor
57xxPT1).

Performance Data Collectors

Collection Services, Disk Watcher, Job Watcher and Pe
121N At et £ [elated tools include:
and Analyze Command Perform

Performance on the Web

ith System Activity (WRKSYSACT), Dump Main v

—>

Navigator for | include the Investigate Data task which is used tc
g and the Manage Collections task used to manage performance collections. Othel
web-based GUI interface for Collection Services, Job Watcher and Disk Watcher.

Performance Tools LPP (57xxPT1)

Performance Tools is a licensed program product that contains additional performance tools. The most
Tools Reports. More information on this licensed program is contained in the IEM | information center -

FR).

The Performance compon

Additional IBM i Performance Tools Resources

Collaboration and Social for i (Lotus)

DB2 for i (Database)

General IBM i operating system

Hardware and Firmware (including Technology Refresh content)
IBM i Access Client Solutions

IBM Integrated Web Services for i

Integration with BladeCenter and System x
Java on IBM i

Navi
Performance Tools . D

owi or i
Systems Direl or i

Web JweGration on |

des Performance data

ools LPP (Licensed program

ance Explorer are the primary performance data collection tools supported on

Performance on the web
E| | Updated December 8, 2013 by mmlitvin | Tags: collection_manager, pdi, performance_data_investigator

Page Actions ~

Performance Tools GUI:

The performance components in IBM Navigator for i include Performance Data Investigator (PDI), Performance Collection
Manager and web-based GUI interfaces for Collection Services, Job Watcher and Disk Watcher

Getting Started:
The main page for Performance Tools and this sub-page "Performance on the web" provide enhancement information.

The Resources sub-page contains a significant resource list. A good place to start for learning PDI is to document titled "Getting
started with the Performance Data Investigator”.
PTFs:

PTFs for these functions are part of the set of PTFs for IBM Navigator for i. They are listed in the table below, grouped by date of
release. Check against the PTFs listed for IBM Navigator for i.

Performance Release Date 7.1 PTFs - 6.1 PTFs PTF Description Notes
Task 5770881
Enhancements
Fall 2013 Nov 2013 SF99368 level 24 or | SFO9115 level 35 HTTP Group PTF The Navigator for i PTFs

higher

PTF)

(includes but not (includes but not limited | @re shipped in the HTTP
(includes but not limited to: to: group, and itis
Jimited to: recommended that you
* SI50848 + Common PTF keep current on this PTF
« SI50752 » 5150847 « Navigator for i group.
« 8150753 » 8150846 ) + IBM i Navigator
» N/A) tasks on the Web
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www.ibm.com/powerl/i
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iIDoctor versus Performance Data Investigator
There are two graphical interfaces for performance data analysis...which should you use?

Feature iDoctor PDI
Interface Windows client Browser
Wait Analysis Yes Yes
Collection Services Yes Yes
Job Watcher Yes Yes
Disk Watcher Yes Yes
Performance Explorer Yes Profile collections only
Database Yes Yes
Job Watcher Monitors Yes No
Customizable Yes Yes
User Defined graphs and Yes Yes
queries
Update Frequency Monthly Twice Yearly

Experimental features

Support

Defect only

Standard SWMA

Chargeable

Yearly license

*Collection Services at no additional charge with i

*Disk Watcher, Database, and Performance Explorer included with
base PT1 product

«Job Watcher is an additional option of PT1 and has an additional
charge

Experimental Features

Yes (e.g., VIOS Investigator)

No

Multinational language
support

No

Yes
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IBM i Performance on developerWorks developer\!

developerWorks - http://www.ibm.com/developerworks/ibmi/

Performance Tools
=  Additional performance tools resources

IBEM i Technology Updates

= Performance on the Web E
= Performance Data Collectors Falha™
Forum

https://www.ibm.com/developerworks/forums/forum.jspa?forumiD=2751

IBM i Performance Data Investigator
http://www.ibm.com/developerworks/ibmi/library/i-pdi/index.html

IBM i Performance Data Investigator — Edit Perspectives
http://www.ibm.com/developerworks/ibmi/library/i-pdiedit/index.html

IBM i Wait Accounting
http://www.ibm.com/developerworks/ibmi/library/i-ibmi-wait-accounting/

How to use the Batch Model performance tool
https://www.ibm.com/developerworks/ibmi/library/i-how-to-use-the-batch-model-performance-tool/
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IBM i Performance FAQ —a MUST read!

http://www.ibm.com/common/ssi/cqi-
bin/ssialias?subtype=WH&infotype=SA&appname=STGE PO PO USEN&htmlfid=POW03102USEN&attachment=POWO03102USEN.PDF

IBM 1 on Power - Performance FAQ
May 29, 2014
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Performance Management on IBM i Web Site
http://www-03.ibm.com/systems/power/software/i/management/performance/index.html

IBM Systems > Power Systems > Software > IBMi > System management >

Performance management on IBM i

Overview Tools Performance Explorer Resources

Find what you need

Performance Data Collectors

There are four collectors on IBM i that collect performance related data and store the informatic
in database files, each having their own unique characteristics: Collection Services, IBEM i Job
Watcher, IBM | Disk Watcher, and Performance Explorer.

Performance Data Investigator (PDI)

Use the Investigate Data task found in the web-based IBM Systems Director Mavigator for i to
view and analyze the data collected from any of the four data collectors found on IBM i. This
powerful tool allows you the ability to work with the data interactively in chart or table form.

iDoctor for IBM i

A family of products (including Job Watcher, PEX Analyzer, and Heap Analysis Tools for Java)
focused on assessing the overall health of a system by providing automated analysis on a
variety of performance related data.

PM for Power Systems
A tool that can automatically collect system utilization information and can produce regular
reports which show the utilization and growth trends of your system.

Performance and Scalability Services
Plan and prepare for changes in the data center when using the IBM i operating system on
Power Systems hardware with help from IBEM Systems Lab Services and Training. Whether
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A Redbooks publication! End to End

Performance
Management on IBM i

Understand the cycle of Performance

Management

Maximize performance using the
new graphical interface on V6.1

—_
Learn tips and best practices

Hemando Bedoya
Mark Roy
Nandoo Neerukonda

http://www.redbooks.ibm.com/redbooks/pdfs/sg247808.pdf Petri Nuutinen

ibm.com/redbooks Re d b00ks
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IBM'i 7.1 Technical Overview IBM i 7.1 Technical Overview with

with Technology Refresh Technology Refresh Updates
Updates

Enriched database functionality and enhancad
graphical environments for application development

Boostad efficlency with virfuallzation and effective
utllization of system resources

mﬁrmmmmumm
with technology refresheas

Justin C. Haase
Dwight Hamison
Adam Lukaszewicz
David Painter
Tracy Schramm
Jiri Sochr

ibm.com/redbooks Red boo ks

http://www.redbooks.ibm.com/redpieces/abstracts/sg247858.html
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IBM i 7.2 Technical Overview .... Coming!
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IBM Systems Lab Services

Leverage the skills and expertise of IBM's technical consultants
to implement projects that achieve faster business value

SR N N N N R N NN

—
for Business

Ensure a smooth upgrade

Improve your availability
How to contact us

Design for efficient virtualization _ .
email us at stgls@us.ibm.com

»Follow us at @|BMSLST v

=| earn more ibm.com/systems/services/labservices

Reduce management complexity
Assess your system security

Optimize database performance
Modernize applications for iPad
Deliver customized workshops
Leverage training & events

BUILT ON

> )

Y

I —— IBM* Systems
PowerSC Director

"1 L5
- ,
PowerVM" PowerHA

Power
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IBM | Performance and Optimization Services

The IBM i Performance and Optimization team specializes in resolving a wide
variety of performance problems. Our team of experts can help you tune your
partition and applications, including:

Reducing batch processing times

Resolving SQL query and native IO performance problems

Tuning RPG, COBOL, C, and Java (including WebSphere Application Server) programs
Removing bottlenecks, resolving intermittent issues

Resolving memory leaks, temporary storage growth problems, etc.

Tuning memory pools, disk subsystems, system values, and LPAR settings for best
performance

Optimizing Solid State Drive (SSD) performance
Tuning client interfaces such as ODBC, JDBC, .Net and more

Skills transfer and training for performance tools and analysis also available!

Contact Eric Barsness at erichar@us.ibm.com for more details.
www.ibm.com/systems/services/labservices
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Learn the science and art of performance analysis, methodology and problem solving

IBM i Performance Analysis Workshop

Managing and analyzing the data can be quite complex. During this workshop, the IBM Systems Lab Services IBM i team
will share useful techniques for analyzing performance data on key IBM i resources, and will cover strategies for solving
performance problems. It will aid in building a future foundation of performance methodology you can applv in vour
environment.

Overview:

—Topics covered include:
= Key performance analysis concepts

CPU Utilization and Waits Overview

» Performance tools .

= Performance data collectors (Job Watcher, Disk Watcher, etc.)

= Wait accounting
—Core methodology and analysis of:

*= Locks

= Memory , AT 01000 YT, il

* 110 subsystem CNCCME M O

= CPU B vt s e i e

—Concept reinforcement through case studies and lab exercises
—May include discussions on theory, problem solving, prevention and best practices

Workshop details:
— Intermediate IBM i skill level
— 3 day workshop, public or private (on-site)

= For public workshop availability and enroliment:
http://www-03.ibm.com/systems/power/software/i/support/workshops/performance-analysis.html

= For additional information regarding private workshops, please contact Mike Gordon, STG Lab Services, at mgordo@us.ibm.com

IBM Systems Lab Services - ibm.com/systems/services/labservices - stgls@us.ibm.com 97
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= The IBM i Performance and Scalability Services Center can provide facilities
and hardware IN ROCHESTER to assist you in testing hardware or software
changes

= “Traditional” benchmarks

Release-to-release upgrades

Assess and tune application and database performance

Stress test your system

Determine impact of application changes

Proofs of Concept (e.g. HA alternatives; SSD analysis, external storage, etc.)
Evaluate application scalability

Capacity planning

= .. all with the availability of Lab Services IBM i experts and development
personnel

= To request any of these services, submit at:
http://www-03.ibm.com/systems/services/labservices/psscontact.html
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IBM i Solid State Drive Performance Services

Features

= Three options to best meet client needs:

1. Data collection on the client system with
analytical services to determine the benefit
SSDs will provide. The analysis also identifies
which specific objects should be stored on
SSDs to optimize benefits.

2. Remote access to a fixed Power IBM i
configuration to load and test client workloads
on both SSDs and traditional disk drives
(HDDs). Assessment is made of the delta
between workload performance on SSDs and
HDDs.

3. Hardware configured to client specifications
with client workloads run on a system in the
Performance and Scalability Services Center in
Rochester, MN. Client has onsite access to
state of the art test center. Optimal SSD
configuration for current and future workload
requirements is determined from analysis of
workload runs.

Typical Benefits

=  “Real data” available to assess if SSDs are for you.

= Multiple offerings provide flexibility in the scope and depth of the
analysis you choose to perform.

= With the assistance of our Lab Services experts, clients will learn how
to optimize the use of SSDs to meet their processing and business
requirements.

Contact

= Toinitiate these services, submit a request form at url:

http://www.ibm.com/systems/services/labservices/psscontact.html

Why IBM® Rochester?

= Deep skills in IBMiimplementation and integration

= Experience in system, database, and application performance gleaned
from hundreds of engagements with clients across most industries

= Ability to deliver skills transfer as part of your service engagement

IBM, the IBM logo, and ibm.com are trademarks of IBM Corp., registered in many jurisdictions worldwide. Other product and service names might be trademarks
of IBM or other companies. A current list of IBM trademarks is available on the Web at “Copyright and trademark information” at www.ibm.com/legal/copytrade.shtml.

www.ibm.com/systems/services/labservices - stgls@us.ibm.com 99
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IBM i Web Sites with Performance Information

IBM i Information Center
W http://publib.boulder.ibm.com/iseries/

— Systems Management — Performance
IBM Knowledge Center

— http://www-01.ibm.com/support/knowledgecenter/ssw ibm i 71/welcome.html
— http://www-01.ibm.com/support/knowledgecenter/ssw ibm i 72/rzahg/icchomepage.htm

IBM i Performance Management
This web site has a lot of GREAT references and papers — see the resources tab
http://www-03.ibm.com/systems/power/software/i/management/performance/index.html

Performance Capabilities Reference
http://www-03.ibm.com/systems/resources/systems power software i perfmgmt pcrm jun2014.pdf

» Performance Management for Power Systems
http://www-03.ibm.com/systems/power/support/pm/index.html

= |BM Workload Estimator

http://www.ibm.com/systems/support/tools/estimator

= iDoctor
http://www-912.ibm.com/i dir/idoctor.nsf

= Job Waits Whitepaper

https://www-
912.ibm.com/i_dir/idoctor.nsf/3B3C112F7FBE774C86256F4000757A8F/$FILE/Job_Waits_White_Paper_61_71.pdf
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Redbooks and Redpapers on IBM i Performance Tools

IBM i 7.1 Technical Overview with Technology Refresh Updates
http://publib-b.boulder.ibm.com/abstracts/sg247858.htm|?Open

IBM Systems Director Navigator for IBM i (Chapter 9)
http://www.redbooks.ibm.com/abstracts/sq247789.html?Open

IBM eServer iSeries Performance Management Tools
http://www.redbooks.ibm.com/Redbooks.nsf/RedbookAbstracts/redp4026.htmI?Open

A Systems Management Guide to Performance Management for System i and System p
servers
http://www.redbooks.ibm.com/abstracts/sg247122.html?Open

Sizing IBM i5/0S Work on IBM System i5 Partitions
http://www.redbooks.ibm.com/abstracts/sg246656.html|?Open

Application and Program Performance Analysis Using PEX Statistics
http://www.redbooks.ibm.com/abstracts/sg247457.html?Open

Managing OS/400 with Operations Navigator V5R1 Volume 5: Performance Management
http://www.redbooks.ibm.com/abstracts/sg246565.html?Open

IBM iDoctor iSeries Job Watcher: Advanced Performance Tool (this is a bit outdated)
http://www.redbooks.ibm.com/abstracts/sg246474.html?Open

Best Practices for Managing IBM i Jobs and Output (and a few other special tips)
http://www.redbooks.ibm.com/Redbooks.nsf/RedbookAbstracts/redp4454 .html?Open

i5/0S Diagnostic Tools for System Administrators: An A to Z Reference for Problem
Determination
http://www.redbooks.ibm.com/Redbooks.nsf/RedbookAbstracts/sq248253.htmI?0Open

IBM eServer iSeries Systems Management Handbook
http://www.redbooks.ibm.com/Redbooks.nsf/RedbookAbstracts/redp4070.html?Open
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Articles

IBM Systems Magazine, IBM i - “Sky High Performance “, Aug 2009
http://www.ibmsystemsmag.com/ibmi/august09/coverstory/26021p1.aspx

SystemiNetwork - “Performance Data Investigator Consolidates Functions in One Place”, June 2009
http://systeminetwork.com/article/performance-data-investigator-consolidates-functions-one-place

SystemiNetwork - “IBM Systems Director Navigator for i: Performance Tasks Overview”, June 2009
http://systeminetwork.com/article/ibm-systems-director-navigator-i-performance-tasks-overview

IBM Systems Magazine, IBM i — “A Command Performance”, Nov 2008
http://www.ibmsystemsmag.com/ibmi/november08/administrator/22426p1.aspx

IBM Systems Magazine, IBM i - “Introducing IBM Systems Director Navigator for i5/0S”, Aug 2008
http://www.ibmsystemsmag.com/ibmi/august08/administrator/21503p1.aspx

IBM Systems Magazine, IBM i — “A Collective Effort”, Nov 2006

http://www.ibmsystemsmag.com/ibmi/november06/trends/7201p1.aspx

IBM Systems Magazine, IBM i - “Mission: Performance Management”, Nov 2006
http://www.ibmsystemsmag.com/ibmi/november06/features/7129p1.aspx
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Articles on Job Watcher

“Web Power”

http://www.ibmsystemsmag.com/i5/november08/administrator/22431p1.aspx

= |ntroduction to Job Watcher Green Screen Commands

http://www.ibmsystemsmag.com/i5/novemberQ8/tipstechniques/22521p1.aspx
= Top 10 Hidden iDoctor Gems

http://www.ibmsystemsmag.com/ibmi/enewsletterexclusive/23868p1.aspx

» Using iDoctor for iSeries Job Watcher to Determine Why Jobs Wait

http://www.ibmsystemsmag.com/ibmi/october05/technicalcorner/8896p1.aspx
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Articles on Disk Performance

= A New Way to Look at Disk Performance
http://www.ibmsystemsmag.com/ibmi/administrator/performance/A-New-Way-to-Look-at-Disk-Performance/
* Analyzing Disk Watcher Data

http://www.ibmsystemsmag.com/ibmi/tipstechniques/systemsmanagement/Analyzing-Disk-Watcher-Data/

» Using Wait State Accounting to Determine Disk Performance

http://iprodeveloper.com/systems-management/using-wait-state-accounting-determine-disk-performance

» Understanding Disk Performance, Part 2: Disk Operation on i5/0S
http://iprodeveloper.com/systems-management/understanding-disk-performance-part-2-disk-operation-i50s

* Understanding Disk Performance Metrics
http://iprodeveloper.com/systems-management/understanding-disk-performance-metrics

» Planning for Solid State Drives
http://ibmsystemsmag.blogs.com/i can/2012/01/planning-for-solid-state-drives.html

= Moving Data to Solid State Drives

http://ibmsystemsmagqg.blogs.com/i can/2013/03/moving-data-to-solid-state-drives.html
http://www.ibmsystemsmag.com/ibmi/storage/disk/data ssd/

= Customer use of SSDs
http://www-912.ibm.com/s dir/slkbase.NSF/DocNumber/592252201

= ALook at System i Integrated DASD Configuration and Performance under i5/0S
* Redpaper REDP-3919-00

http://www.redbooks.ibm.com/abstracts/redp3919.html
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Systems Management References

Navigator for i on developer\Works

https://www.ibm.com/developerworks/mydeveloperworks/wikis/home?lang=en#/wiki/IBM%20i%20Technol
0ay%20Updates/page/IBM%20Navigator%20for%20i

IBM Application Runtime Expert

http://www-03.ibm.com/systems/power/software/i/are/index.html
http://www.ibm.com/developerworks/ibmi/library/i-applicationruntime/index.html

Uncovering Application Runtime Expert — IBM i 7.1

http://www.redbooks.ibm.com/abstracts/redp4805.htmI?Open

Web Performance Advisor
http://www.ibmsystemsmag.com/ibmi/administrator/performance/\Web-Performance-Advisor-Helps-Solve-
Mysteries/

IBM Systems Director

http://www-03.ibm.com/systems/software/director/
http://pic.dhe.ibm.com/infocenter/director/pubs/index.jsp

IBM Tivoli Monitoring

http://www-
01.ibm.com/support/knowledgecenter/SSTFXA 6.3.0.2/com.ibm.itm.doc 6.3fp2/welcome.htm?lang=en

IBM Tivoli Monitoring Agent for IBM i

IBM Tivoli Monitoring IBM i OS Agent Reference Version 6.3 Fix Pack 2.pdf
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Special notices

This document was developed for IBM offerings in the United States as of the date of publication. IBM may not make these offerings available in
other countries, and the information is subject to change without notice. Consult your local IBM business contact for information on the IBM
offerings available in your area.

Information in this document concerning non-IBM products was obtained from the suppliers of these products or other public sources. Questions
on the capabilities of non-IBM products should be addressed to the suppliers of those products.

IBM may have patents or pending patent applications covering subject matter in this document. The furnishing of this document does not give
you any license to these patents. Send license inquires, in writing, to IBM Director of Licensing, IBM Corporation, New Castle Drive, Armonk, NY
10504-1785 USA.

All statements regarding IBM future direction and intent are subject to change or withdrawal without notice, and represent goals and objectives
only.

The information contained in this document has not been submitted to any formal IBM test and is provided "AS IS" with no warranties or
guarantees either expressed or implied.

All examples cited or described in this document are presented as illustrations of the manner in which some IBM products can be used and the
results that may be achieved. Actual environmental costs and performance characteristics will vary depending on individual client configurations
and conditions.

IBM Global Financing offerings are provided through IBM Credit Corporation in the United States and other IBM subsidiaries and divisions
worldwide to qualified commercial and government clients. Rates are based on a client's credit rating, financing terms, offering type, equipment
type and options, and may vary by country. Other restrictions may apply. Rates and offerings are subject to change, extension or withdrawal
without notice.

IBM is not responsible for printing errors in this document that result in pricing or information inaccuracies.

All prices shown are IBM's United States suggested list prices and are subject to change without notice; reseller prices may vary.

IBM hardware products are manufactured from new parts, or new and serviceable used parts. Regardless, our warranty terms apply.

Any performance data contained in this document was determined in a controlled environment. Actual results may vary significantly and are
dependent on many factors including system hardware configuration and software design and configuration. Some measurements quoted in this
document may have been made on development-level systems. There is no guarantee these measurements will be the same on generally-
available systems. Some measurements quoted in this document may have been estimated through extrapolation. Users of this document
should verify the applicable data for their specific environment.

Revised September 26, 2006
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Special notices (cont.)

IBM, the IBM logo, ibm.com AlX, AIX (logo), AlX 6 (logo), AS/400, Active Memory, BladeCenter, Blue Gene, CacheFlow, ClusterProven, DB2, ESCON, i5/0S, i5/0S
(logo), IBM Business Partner (logo), IntelliStation, LoadLeveler, Lotus, Lotus Notes, Notes, Operating System/400, OS/400, PartnerLink, PartnerWorld, PowerPC, pSeries,
Rational, RISC System/6000, RS/6000, THINK, Tivoli, Tivoli (logo), Tivoli Management Environment, WebSphere, xSeries, z/OS, zSeries, AIX 5L, Chiphopper, Chipkill,
Cloudscape, DB2 Universal Database, DS4000, DS6000, DS8000, EnergyScale, Enterprise Workload Manager, General Purpose File System, , GPFS, HACMP,
HACMP/6000, HASM, IBM Systems Director Active Energy Manager, iSeries, Micro-Partitioning, POWER, PowerExecutive, PowerVM, PowerVM (logo), PowerHA, Power
Architecture, Power Everywhere, Power Family, POWER Hypervisor, Power Systems, Power Systems (logo), Power Systems Software, Power Systems Software (logo),
POWER2, POWERS3, POWER4, POWER4+, POWER5, POWERS5+, POWERG6, POWER?7, pureScale, System i, System p, System p5, System Storage, System z, Tivoli
Enterprise, TME 10, TurboCore, Workload Partitions Manager and X-Architecture are trademarks or registered trademarks of International Business Machines Corporation
in the United States, other countries, or both. If these and other IBM trademarked terms are marked on their first occurrence in this information with a trademark symbol (®
or ™), these symbols indicate U.S. registered or common law trademarks owned by IBM at the time this information was published. Such trademarks may also be
registered or common law trademarks in other countries. A current list of IBM trademarks is available on the Web at "Copyright and trademark information" at
www.ibm.com/legal/copytrade.shtml

The Power Architecture and Power.org wordmarks and the Power and Power.org logos and related marks are trademarks and service marks licensed by Power.org.
UNIX is a registered trademark of The Open Group in the United States, other countries or both.

Linux is a registered trademark of Linus Torvalds in the United States, other countries or both.

Microsoft, Windows and the Windows logo are registered trademarks of Microsoft Corporation in the United States, other countries or both.

Intel, Itanium, Pentium are registered trademarks and Xeon is a trademark of Intel Corporation or its subsidiaries in the United States, other countries or both.
AMD Opteron is a trademark of Advanced Micro Devices, Inc.

Java and all Java-based trademarks and logos are trademarks of Sun Microsystems, Inc. in the United States, other countries or both.

TPC-C and TPC-H are trademarks of the Transaction Performance Processing Council (TPPC).

SPECint, SPECfp, SPECjbb, SPECweb, SPECjAppServer, SPEC OMP, SPECviewperf, SPECapc, SPEChpc, SPECjvm, SPECmail, SPECimap and SPECsfs are
trademarks of the Standard Performance Evaluation Corp (SPEC).

NetBench is a registered trademark of Ziff Davis Media in the United States, other countries or both.

AltiVec is a trademark of Freescale Semiconductor, Inc.

Cell Broadband Engine is a trademark of Sony Computer Entertainment Inc.

InfiniBand, InfiniBand Trade Association and the InfiniBand design marks are trademarks and/or service marks of the InfiniBand Trade Association.

Other company, product and service names may be trademarks or service marks of others.

Revised February 9, 2010
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