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analysis

* What’s new
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* Health Indicators

* Performance Investigator
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Performance Monitoring Options

Lots of ways, old & new to review IBM i performance
* 5250 Performance Tools menu

* Commands (e.g., WRKSYSACT)

* IBM i Navigator monitors

* iDoctor and PEX analyzer

 PM/400

* HMC V8 hardware monitor

* PowerVP

e Job Watcher / Disk Watcher

* Navigator for i Performance Data Investigator
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Getting Started

* At least V6R1 of IBM i
* Performance Collection needs to be active
* The HTTP *ADMIN server must be active
* Performance Tools are needed for some options
* Current PTF groups are recommended
« HTTP
 Java

e Database
* Performance Tools
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Collection Services

* Collection Services is an IBM process that collects
system and job level performance data

* IBM recommends running collection services
whenever production is running

* System overhead is minimal

* Collects data at intervals, from every 15 seconds to
hourly

 Data automatically expires (you may wish to copy
some collections for long term analysis)

e Datais used for Performance Tools, PM/400, and
Performance Data Investigator
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Collection Services Categories

* System Bus e TCP/IP Details
* Memory Pools * Extended Cache
* Hardware * Domino
* Subsystems * Apache server
 CPU * LPAR details
* System Data * WebSphere
* Jobs * JavaVM
* Tasks and Threads * Removable Storage*
* Response Time * External Storage*
 APPN /SNA * System Internals®
« TCP/IP ¢ SQL**

*=new in 7.1

**=-new in 7.2 % §!Rlps
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Activating Collection Options

General Library: |hPFRDﬂTA
Collect o )
= D' c:iv oy Data to Collect Default collection interval: - 15 saconds @ |5 ~ minutes

s IS atcher A

B Job Watcher Data Retention | Cyding

I d L: E : . )
Bl Collection Services System Monitor Categories Cycle every day at: [12:00 AM Example: 12:30 PM
Active Co Cycle every: 24 » hours

Collection S

System options

Collechion Serica=s S .

o ._ = ¥ Enable system mornitoring

Configure Collection Services

Cycle Collection Services ¥| Create database files during collection
Start Collection Saervices

Stop Collection Services I”| Create performance summary data when collection is cycled

Send PM Agent data to IBM

Required for Performance Investigator

Command line equivalents include STRPFRCOL, CFGPFRCOL
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Required software

El Performance
B Investigate Data

Base operating system

Performance Tools

EEEEEREBEREBE
] o L) [} b i) [ - o e

Manage Collections

Performance tools
- features

El sizing rJ“'
[F] Batch Model
Analyze Batch Mode
Batch Models
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Included in Collection Services

| Lg 1
B UlHealth Indicators

0 ‘Mcollection Services

b CPU Utilization and Waits Overview B a S e O p e rat i n g

® cpy utilization by Thread or Task

. Resource Utilization Overview System in CI u d eS

B Uliob Statistics Overviews

- Claie many areas for
B Ulcpu “ o

. o analysis
®- Olphysical Disk /O

B Ulsynchronous Disk 1/0

B e mory

a ;IP_EQE Faults

5] :—IL:-‘u:l-v:-al Database 1/O

B Ulvirtual /0

- B)communications

(5] uSES[i Display Transactions

B Ulphysical System

] Ll]aj

-] !';-ITIH'IEHF‘E

o

JIworkload Group
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Navigator fori

IBM Navigator foriis the web console for
managing your system

* Navigator for i essentially replaced System i
Navigator

* System i Navigator will not be updated past 7.1

* HTTP *ADMIN server must be running, STRTCPSVR
SERVER(*HTTP) HTTPSVR(*ADMIN)

* Just point your browser at
http://IBMilPaddress:2001

* Traditional admin server tasks (DCM, HTTP
management, etc.) are available too
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Navigator fori Interface

Welcome
Welcome C
Search Task

El IBM i Management @

B Target Systems and Groups
B Favorites

[ System

[ Monitors

[ Basic Operations

Welcome to the IBM Navigator for i

IBM Mavigator for i provides an easy to use interfac
B Work Management Mavigator tasks on the web, and 2001 port tasks.

Configuration and Service
E Metwork Expand 1BM i Manzagement in the left-hand navigati

E Integrated Server Administration —
To see the previous version of the 2001 port tasks

B Security o
E Users and Groups -IBM | Tasks Page
[ Database

Journal Management
C Performance >
[ File Systems
Internet Configurations

PowerHA

Backup, Recovery and Media Services

/7 SIRIUS
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Performance Data Investigator

IBM® Navigator for i

Welcorme

, Open Navigator for i, then
expand “Performance”

Target Systermns and Groups “ ° ,’
and “Investigate Data
System

Monitors

Basic Operations
B waork Managerment

If users have access

Metwork

problems, add them to
@ users and Grou the QPMCCDATA and
QPMCCFDN authority lists

B Performance
B Investigate Data
Investigate Data Search

Health Indicators
Maonitor
Collection Services
Database
Job Watcher
Disk Watcher
Performance Edplorar

Batch Model
Manage Collections 4 SIRIU
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Health Indicators

The “Health Indicators” section gives you a
quick red/yellow/green light on performance

Expanding “Health
Indicators’ shows:

5/20/2015

= Performance
B Investigate Data
Investigate Data Search
B Health Indicators

Sustem Resources Health Indicators
CPU Health Indicators
Dizk Health Indicators
Memory Pools Health Indicators

Response Time Health Indicators

Database Health Ir.du-:at-:urf\
Monitor V7.2 Only

Collection Services
Database

Job Watcher

Dick Watcher
Performance Explorer
Batch Model

Manage Caollections
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Selecting data to view

Select an indicator to view, then a library with
erformance collections, and a collection
typically a day) to view, then “Display”’

Perspectives Selection
Name
1 'al--':a“ﬂ' Indicators CPU Health Indicators

. Systemn Rescurces Health Indicators
® oy Beslth Indicators

® il Health Indicators

#® Lemory Pools Health Indicators

* Response Time Health Indicators
Iﬁ:iclllecl:i:r Services
mDatabas,r:
DDlsk Natcher
Dperﬂ.rrﬁar,_e Explorer

= m[l..stcm Perspectives - EKMNUDSOM

Collection
Cellection Library ~Soiigction Mame
SIRIUSPFM T QOSe000114 (*CSFILE) - Apr 9, 2015 12:01:14 AM ¥

Dizplay ] VSr:-an:hJ Dptiu:-ns] CI-::-seJ
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Health Indicators

--- Select Action --- ¥

System Resources Health Indicators

N il E =
Intervals Distribution (Percent)

Q o a® & & »

CPU -

Disk

Memory Pools -

Performance Metric

5250 OLTP Response Time

Database

Percentage of intervals with walues under defined thresholds Percentage of intervals with values abowe Warning threshold

E Percentage of interwvals with walues abowe Action threshold

The bar shows green if all indicators were below thresholds. If
some indicators exceeded “warning” or “action” thresholds in
some intervals, the bar will show yellow or red for the percentage
of intervals that exceeded thresholds
% SIRIUS
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CPU Health view

--- Select Action --- ¥ |

CPU Health Indicators

Intervals Distribution (Percent)

o G a® o® & ¢
1 L | L 1 L 1 I

A _W

Percentage of intervals with values under defined thresholds Percentage of intervals with values above Warning threshold

B rercentage of intervals with values abowe Action threshaold

CPU Performance Metric

For CPU, the default is to show yellow if CPU exceeded 85% and red if CPU exceeded
90% during an interval. If 10 jobs were queued waiting for CPU in an interval yellow is
shown, 20 jobs queuing causes a display of red (these thresholds can be changed)

AISIRIU
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Drill down or up

--- Select Action --- ¥ |

CPU System Resources Health Indicators

CPU Lkilization and Waits Overview

& CPU Wkilization Overview
Interactive Capacity CPU Utilization
Define Health Indicators Intervals Distribution (Percent)

A3
Export J'I'q D‘Q Q}Q %Q 1%
Modify SQL : I ] I ] | ] |

Size next upgrades
Change Context

Show as table 1 T2}
Table Actions ]

Jobs CPU Queuing Percent -

CPU Performance Metric

Interactive CPU Utilization

Fercentage of intervals with walues under defined thresholds Fercentage of intervals with walues abowe Warning threshold
E Fercentage of intervals with walues abawe Action threshald

The “Select Action” button allows options within the data, including showing related
graphs for a selection, exporting the view, changing the red/yellow/green defaults,
showing the underlying data, and even editing the SQL that creates this view
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Collection Services search

New in 7.2, “Investigate Data Search”
5 Investigate Data helps you find what tools and options
Investigate Data Search are available tO yOU

Health Indicartors
Monitor

Collection Services

= Performance

Investigate Data Search

|disk Case Sensitive Whole Words Only
Found 121 results for ‘disk’

Search In: Show Calurmns:
Package Mame Description Metrics Metrics
./ Perspective A Wiew SOL SQL

Package Mame Perspective Description
This chart shows Disk health ir

Health Indicatars Disk Health Indicators accnrdlpg to tl..'e defined thresl
proportion of intervals whare C
thresholds.

Monitor Disk Arm Utilization [Average Charts show the disk arm utiliz

rmonitored, as well as the met

A7SIRIUS
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Other Performance tasks

The most common 5250 screens used

B Performance

o for viewing current performance are
Manage Collections e
i also available.
Active Jobs
Disk Status

Manage Collections
Investigate Data
Performance Management for Power Systems

System Status

Disk Status - 172.22.51.164

Refresh| Elapsed time: 00:07:23

@ | |ﬁ:| - ._% Actions + e

-r:1- Unit Type Size | % Used % I/0 Request Read Write Amount Amount
(MB) Busy Reguests Size (KB) Reguests Requests  Read (KB) Written (KB)
2 L. | Mo filter applied
@ 1 2145 76,355 37.2 0 1.5 32.6 0.7 0.8 36.3 29.4
@ 2 2145 76,355 7.2 ] ] 0 0 0 0 0
@ 3 2145 76,355 37.2 0 1.8 32.9 0.6 1.2 36.1 31.3
@ 4 2145 76,355 7.2 ] ] 0 0 0 0 0
@ 5 2145 76,355 37.2 1 1.6 35.7 0.6 1 38.3 34.1
@ B 2145 76,355 7.2 1 1.6 29.1 0.7 0.9 36.8 23.4
#7 SIRIU
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Collection Services options

T~ Slcaliection Senvices Expand the “Collection Services” folder to
CPU WHilization and Waits Overview VieW the performance perSpeCtiVES

L CPU LHilization by Thread er Task

‘Resu}urce Utilization Owverview available.

DJcb Statistics Overviews

Bwaits

Eceu Each subfolder can be opened to view the

Blpiek reports available for that type

Ephysical Disk 170

DS',-r:I'r:r:L.s Disk I/O

Oemory V7.2 adds storage allocation section to
Olpace Fauits view temporary space usage

mchical Database I/O

D'u'il't'..al /o

g—cmmicatim The Resource Utilization Overview can be
5250 Display Transactions a useful place to Start

DF‘I"-si:al Svstem
Dava
DTir’u’:lire
m'-.‘.‘crklca: Grou

5/20/2015 www.siriuscom.com
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Resource Utilization

180
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80 ]
60
10 ]
0 T T T T | T T T _'/ll\-"
7:05 AM 8:05 AM 9:05 AM 10:05 AM 11:05 AM 12:05 PM 1:05 PM 2:05 PM 3:05 PM
Date - Time

Utilization (Percent)

— Percent Disk Busy Disk Space Utilization — Partition CPU Utilization

35,000
30,000
25,000
20,000
15,000
10,000

5,000

Utilization Rate Per Second

ol AR S A ) VA

T | |
6:05 AM 7:05 AM 8:05 AM 9:05 AM 10:05 AM 11:05 AM 12:05 PM 1:05 PM 205 PM 3:05 PM
Date - Tima

—— Tatal Phywysical Disk [f0s Per Secand Total Logical Database /05 Per Second Tatal 5250 Disglay Transactions Per Secand

—— Taotal Page Faults Per Second
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CPU Utilization and Waits

CPU Utilization and Waits Overview
System Time
Name: $102CCOM Start: Apr 9, 2015 12:01:14 AM
Release: VFR1MOD End: Apr 9, 2015 3:25:00 PM

Collection

Name(s): Q099000114

Library: SIRIUSPFM

Type: Collection Services File Eased Collection
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Date - Time

Disk Time

= Partition CPU Utilization

CPU Queving Time Journaling Time

A neligible waits Time

Dispatched CPU Time
1] Lock Cantention Time

Operating system Contention Time

CPU Utilization and waits shows you at a high level how time was

spent by jobs
4

WWW.Siriuscom.com
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Drill into CPU usage and waits

--- Selact Action --- ¥ |

CPU Waits Owerview
Seizes and Locks Waits Overview
Contention Waits Owverview

Disk Waits Owverview

1 Journal Waits Overview

Classic 7WM Waits Overview

CPU Utilization by Thread or Task

Resource Utilization Overview

Dispatch Latency Totals by Worklead Group
CPU Health Indicators

Export

Maodify SOL

Size next upgrade

Change Context

Show as table

Table Actions b

LA WAl

If You see waits or CPU utilization you want to look at in more detail,
select to drill down

lime Geconds)

Waits are described at:
http://www.ibm.com/developerworks/ibmi/library/i-ibmi-wait-
accounting/ 7 SIRIU
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Reporting options

The top left options allow you to: select data points and graph sections, pan the
section of graph displayed, show tooltip help, and zoom the section of graph
displayed

Disk I/0 Ratas Nuarview With Cache Statistics

8,000 —_— 100
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g 80
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E 5,000 4 imful "E"- E 60
2 I\!l‘\ll H s -'.l s i TR k s
X i = \ 1) =
g N AN ANEY n :
& 3,000 N Eis's Wi W R i e
N\ e\ NN N
’ N HHER V- SENNNWNRRE | R \ 20
o0y AN A ERE A A el
e — T R oy 5 = 1| ]
» SNNGEEREENNR Ekh.:"\U“Mhhh.hshﬁir‘:ns SN NN i’
8:20 AM 8:50 AM 0 AM 250 AM 10:20 AM  10:50 AM 11:20AM  11:50AM  12:20PM 12:50 PM 1:20 PM 1:50 PM
Date - Time
1fi0s Per Second When Fesponse Time <=1 ms E |/ Per Second When Eespaonse Time >1 - 16 ms
1i0s Per Second When Eesponse Time > 16 - &4 ms @ |fCs Per second When Eesponse Time =64 - 256 ms
1f0s Per Secand When Eesponse Time =256 - 1,024 ms E 105 Per second When Eesponse Time = 1,024 ms
— rite Cache Owerrun — Write Cache Efficiency

— Fead Cache Hit
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Graphs over time

Investigate Data - Performance Data Investigator

Selection
Name

Disk I/0 Awverage Response Time Owerview

Description

This chart shows disk average respense time segmented by the amount of I/O

time.

View List

Disk I/O Average Response Time Overview

Collection
Collection Library
QPFFRDATA ¥

Display Search

Collection Name

All

Most Recent

Q139000005 (*CSFILE)
Q138203150 (*CSFILE)
Q138000002 [*CSFILE)
Q137000002 (*CSFILE)
Q136000002 [*CSFILE)

- May 13,
- May 18,
- May 18,
- May 17,
- May 16,

2015 12:00:06 AM
2015 8:31:50 PM

2015 12:00:02 AM
2015 12:00:02 AM
2015 12:00:02 AM

Disk I/0 Average Response Time Overview

PR

Ey:

Libraries with no more than g
collections available will also
show an “All”’ option that
allows you to see
performance over the entire
period

_ 1,800 12
L) 4
£ 1,600 r
g L 10
n 1,400 - |
= 1 =}
£ 1,200+ -8 3
- 1= L
£ 1,000+ E
= 11 F6 =
¥ 800 =
H 11 z
& 600 42
2 18 L &
= 4007
g ] | . . I 2
s 2007 I i "WET . | | . — i
z n-.: e ,-sl B § I;;?; i SR A, g . 1 B e lid i ;I {a 5“.9 1 0
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Date - Time

Awerage Response Time When Response Time <=1 ms

Awerage Response Time when Response Time =16 - 64 ms

Awerage Respaonze Time When Eesponze Time =256 - 1,024 ms

— Awerage Response Time
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Pan

The “Pan’ button lets you change the time or
job window displayed

CPU Utilization and Waits Overview
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Zoom Region

“Zoom Region” lets you quickly focus on an area that aﬁ)ears
to be of interest. Select “Zoom Region” and then select the
area of the chart you want to display

CPU Utilization and Waits Overview
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Region and jobs involved

CPU Utilization and Waits Overview

, Zoomed into the
region with unusual

= disk waits, then

‘. pmmmm .:  switched to view the

P ©  jobs waiting on disk
during an interval

T T T T
3:50 PM 355 PM 4:00 PM 4:05 FM

T
415 PM
Date - Time
Dispatched CPU Titne B cPU queuing Time BE| Disk Time Journaling Tirme
Operating Systern Contention Time EIl Lock Contention Tirme E Ineligitble Waits Time — Partition CPU Utilization

Waits by Job or Task

¥ =il

Time (Seconds)
° o0 A® 5° 2 0 4 0
Il 1 1 1 1

EXWORK/EXODUS51/420551
QPADEV0004/RMILLIKAN 422734 -]
RISCA1/ JMCDONALD 421076 |
QZDASOINIT/ QUSER/422653
QPADEV001)/ MROMERO /421079
QPADEV0021/LCONNOLLEY /421141
JUNBILLED / DPENCE/422657 |
QPADEVODON; NWHIPPLE/ 421172
QPADEV001T/DCOMSTOCK /421137
SA/JSELDE/421085 -]
XPJRNMGT/E2FNADMIN; 422719 -

Full Name

DZAA/MAGUIRE/ 422668 1
ADMINL/ QLWISVR/419960
Dispatched CFU Time E3 cPU Queuing Time B Disk Page Faults Time
B Disk Mon-fault Reads Time [ Disk Space Usage Cantertion Time Disk Qp-Stan Comentian Time
Disk. Writas Time Jaurnal Time BH Marhine Level Gate Serialization Time
[ seize Contentian Time Diatabase Recard Lack Contention Time [ object Lack Contention Time
EA ineligibie waits Time Main Starage Paol Cvercommitment Time Ahnormal Contentian Time
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Show as table

--- Select Action --- ¥ |

Wit it or One Jeb o Task Charts can also be shown as tables instead,
All Waits by Thread or Tasl .
[ imeline overview for Jobs or Tasks and the charts can be sorted, filtered, and
Export
Modify SQL columns de-selected
Size next upgrade D fjl
Change Context

Aa AR T T
e e e e e e

Show as table

Table Actmns "

L) LF|

QZDASOINIT"QUSER"422653 B
QPADEVI]I]IJ,‘ MROMERO "4210?9 —

R
e e e e e e

e R --- Select Action --- ¥ |
Select | Name ~ | Job User ~ | Job Number » | Dispatched CPU Dispatched CPU . Dispatched CPU Dispatched CPU
Active Time Waiting Time Transferred Time -~ Time (Seconds)
{Seconds) {Seconds) {Seconds)
Filter Filter Filter Filter Filter Filter
Condition
All numbers v
Mumbers less than
Mumbers less than or equal to
Mumbers greater than
Mumbers greater than or equal to
Mumbers egual to
Numbers not equal to Uss51 420551 25.16 24,78 o
Mumbers between
Mumbers betws d includi
L Dttt e B el Ik AN 422734 21.58 30.25 o
QZDASOINIT QUSER 4226353 5.73 12.05 o
RISCA1 IMCDOMNALD 421076 5.16 1279 o
QPADEVOOZ1 LCOMMOLLEY 421141 8.22 8.83 o
QPADEVDO1] MROMERO 421079 g 12.28 o
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Physical system performance

0 'jthsical System
.

Logical Partitions Overview

*® Donated Processor Time by Loagical Partition

® Uncapped Processor Time Used by Logical Partition

® Virtual Shared Processor Pool Utilization

® Physical Processors Utilization by Physical Processor

® Dedicated Processors Utilization by Logical Partition

* Physical Processors Utilization by Processor Status Overview

® physical Processors Utilization by Processor Status Detail General | Mardware | vitual Adaoters | Sattings | Other

Processors I Memory | 'O

Processing Units

Mirimum: 0,10 Sharing mode: Capped
aAssigned: 3.00

Maximum: 3.00 Shared processor pool: DefaultPood (0)

-
L
{ [£] anow performance information c:.'rlel:uc.ﬁ)
L

virtual Processors
Minimum: 1.0

HMC option to enable performance collection must be assgned: 30
turned on for the IBM i partition to collect the data Hman 50

Processor Compatibility Mode
Compatibilty mode: POWERG

[0 cancet | nep|
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Physical performance perspective
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n_: - I . I I | | I I I I | ._n E

9:30 AM 10:00 AM 10:30 AM 12:00 PM 12:30 PM 1:00 PM &

1 CPU Entitled Tirme Used (blrn-50-10-MIM 1)
| CPU Entitled Time Used (bim-50-13&)
| CPU Entitled Time Used {bim-50-146-PvC-5tcdEdition]
| CPU Entitled Time Used (hlm-50-150-warklight)
CPU Entitled Time Used (bim-50-1&)
| CPU Entitled Time Used (bIm-50-2 12 -rj-sandbox)

11:00 AM

11:30 AM

on !

¥ Uncapped CPU Time Used (blm-50-10-MIM 1)

I} Uncapped CPU Time Used (him-50-136)

¥ Uncapped CPU Time Used {him-50-146-PvC-StdEdition)
B Uncapped CPU Time Used (blm-50-150-warklight)

I Uncapped CPU Time Used (blm-%0-1&)

¥ Uncapped CPU Time Used (blm-5%0-2 12 -rj-sandbox

The “Physical System” perspective allows you to see all processor utilization
from all partitions (including AlX and VIOS), see how often partitions are
““donating” CPU to other partitions, and view how resources at the bus level like
12X loops and PCle cards are performing

(Our test/development system has 43 partitions so this chart is a little busy)
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Ethernet performance

Ethernet Protocol Dverview

Number of errors
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4,500 -

_____
= = = =
= =
2 b &
[15] [ (%] L]
puodas Iad a1ey

9:30 AM 11:30 AM

7:30 AM

Date - Time

Frame Fetry

Awerage Kilobwies Received Per second

Awerage Kilobwies Transmitted Per Second

= MAC Errars

Communications — Ethernet shows how
much data is sent and received, and how

many errors and retries are observed
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Disk response time

Disk I/0 Total Response Time Overview - Detailed

PR UCN

12,000,000,000 60,000
I ]
=
g 10,000,000,000 50,000
-
2 1 d
S 8,000,000,000 - 40,000 2
=3 ]
£ 6,000,000,000 30,000 5
£ 2
z 1 3
S 4,000,000,000 - T g 20,000 2
& l__ »
& ] iy ¥ |
= 2,000,000,000 - = 10,000
2 == Wl y\//\_
= 1 )‘U' = ) .

0 e e —m@@g@hw -.ar_-unﬂEd -l —@ - = | gt /‘Kq!é}s.gi___ {_\_ Lo
835AM  9:05AM 9:35AM 10:05 AM 10:35 AM 11:05 AM 11:35 AM 1205 PM 12:35PM 1:05PM 1:35 PM  2:05 PM

Date - Time
Total Eead Eesponse Time When Eesponse Time <=1,024,000 microseconds
Total Write Response Time When Eesponse Time <=1,024, 000 microseconds
FH Total Read Response Tirme When Response Time > 1,024,000 - 15 microseconds
E Total Write Response Time When Responsze Time >1,024,000 - 15 microseconds
Total Read Response Time When Besponse Time =15 - 250 microseconcs
Tatal Write Response Time When Response Time = 15% - 250 microseconds
Total Read Eesponse Time When Response Time >250 - 1,000 microseconds
Taotal Write Response Time When Response Time =250 - 1,000 microseconds
4 Total Read Response Time When Response Time > 1,000 - 4,000 microseconds
Taotal Write Response Time When Response Time > 1,000 - 4 000 microseconds
Total Read Eesponse Time When Response Time =4,000 - 8,000 microseconds
Total Write Eesponse Time YWhen Eesponse Time =<4, 000 - 8 000 microseconds
Ml Total Read Eesponse Titme When Response Time »8,000 - 16,000 microseconds
= Total Write Response Time When Response Time =8,000 - 1&,000 microseconds
E Total Read Eesponse Time When Response Time = 16,000 - &4, 000 microseconds
[I] Total write Response Time When Response Time > 16,000 - 64,000 microseconds
Total Read Response Time When Response Time = &4, 000 - 256 000 microsecands
E Taotal Write Response Time When Response Time > 64,000 - 258,000 microseconds
B8 Total Read Respaonse Time When Response Time »256,000 - 500,000 microseconds
B8 Total write Response Time Wwhen Response Time >256,000 - 500,000 microseconds
Total Read Response Time When Response Time =500, 000 microseconds
Total Write Eesponse Time When Response Time > 500,000 microseconds
= fyerage Eead Eesponse Time
— Awerage Write Respanse Time

Ayerage Fead Service Time
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Disk average response time

3,500

o)

=]

(=]

a

e

= =

= 3,000 -16 5
B (-]

g 2,500 L1222

E 2,000 2 ==-

a 1,500 ‘g =

i - - A

s 1,000 - : /=) _ 4 3

5 500 - P o t ~ e r, &

= L T | E— — R — B B B e B e B e e e B el |

=z 950 AM  10:20 AM  10:50 AM  11:20 AM 11:50 AM  1Z20PM 1250 PM 1:20 PM 1:50 PM 2:20 PM 2:50 PM 3:20 PM

E Date - Time

=

Awerage Response Time When Response Time <=1 ms E Awerage Fespaonse Time When Response Time =1 - 16 ms

Awerage Response Time When Response Time =16 - &4 ms @ Awerage Fesponse Time When Response Time =64 - 256 ms
Awerage Fesponse Time When FEesponse Time >256 - 1,024 ms E Awerage Response Time When Eesponse Time = 1,024 ms
— Awerage Fespanse Time Awerage Service Time

Disk response time may be the most critical
factor in system performance. IBM rule of
thumb is under 5 ms is good, 5-10 ms is
average, over 10 ms needs review
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Java

Size (Kilobytes)

o Q% o o o
D D D o L%t L% O O
9 i A® v &

L |
T

QPOZSPWT/MAGUIRE/ 454810 —
ADMINZ/ QLWISVR/454687 -~
ADMIN1/ QLWISVR/454524 -

ADMIN4/ QWEBADMIN/ 454525
ADMIN3/ QLWISVR/454700 -

Y DS SV R Y DS SV R A A B 0 2 - - o o e om0 e e P e
OSRVMON,/ QSYS/454783
QJVACMDSRV/ITALERT/ 994238 -
QPOZSPWT/QCPMGTDIR/455042 =

Full Name

|:| Current Heap Allocated - Peak: |:| Heap In Use - Peak |:| Malloc (Break) Memory - Pealk Current Heap Allocated - Awerage
E Heap In Use - Awerage Malloc (Break) Memory - Awerage
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Memory

& =
g s
= 12 ] r 120 =
= 10- -100 S
T 8- ko 80 3
a = i 7 g L =
:"E 6] 60 2
Em 4 " __4']§
s 2N\ eoBEpe EEE & E . E—zug
S oimEERRERRERNE he b BB RN R R EREERE Sy ol Bl e ol d LB, o
§ 8:05 AM 8:35 AM 9:05 AM 9:35 AM  10:05AM  10:35AM 11:05AM 11:35AM 12:05PM 12:35 PM 1:05 PM 1:35 PM E
& Date - Time =
. Fage Faults Per 3ecand % Pages Read,/Written Per Second — Active To Wait Transitions Per 3econd

Wait To Ineligibile Transitions Per secand Active To Ineligible Transitions Per second

Can view all or one pool, this chart shows the
machine pool $001). only. IBM’s guideline on
machine pool taulting is that it should typically
be less than 10 faultsper second
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Memory faulting detail

3,500
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w
=
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=
1

2,500 -

2,000 -
1,500 -

1,000 4

[ I

Page Faults Per Secon

500
] i
RS

2 AM 9:35 AM 10:05 AM 10:35 AM 11:05 AM
Date - Time

DE Faults Per Second (00 1) DE Faults Per Second (002} B CE Faults Per secand (003) [I] OB Faults Per Second (004)

]
ST TTTETFS

= T T
1:05 PM 1:35 PM

03 |

) ] ] T T
11:35 AM 12:05 PM 12:35 PM

i AT LTI TTTTITSS
o [ i

=
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8:0 8:35 AM

=

Faults Per Second

D
2 ) )

,lcs“ ) o o A9

| | | | I | |

QPADEVO0OD/HKESHWANI/ 455834 i
QPADEVODOL/JURBAN/455491
QPADEV0025/SARENAS /455610
QOPADEVOOD03/LMARSHALL/455484

QPADEVOO0O,/EHARRIS/ 455493

Full Name

You can also view faulting for all pools, and then if a particular
region has unusual faulting, select “Page faults by job or task” to
drill down and find out what was causing the high faulting
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Database perspective

* Database performance review
requires Performance Tools

* Database performance
perspectives were enhanced
greatly at both 7.1and 7.2

* Current fix groups for
Performance, Database, and
HTTP are recommended

5/20/2015 www.siriuscom.com

B Databasze
I/0 Reads and Writes
[ - 5QLCPU Utilization by Jobor Task | 7.7+
Database Locks Owverview

[E Database 1O
B Physical I/0
Basic
Cetailed 7.7+
B Legical /o
Basic
| Detailed 7.2+

B SGL Cursor and Mative DB Opens
SQL Cursor and Mative DB Opens Overview
S0L Cursor and Native DB Cpens by Jo
SOL Cursor and Mative DB Cpens by Generic
Job

S0L Cursor and Native DB Cpens by Jo

Current User Profile

B 5GL Performance Data

T ZZo
s

B Collection Services
Query Opens 1.2
Active Query
Plan Cache Searches
Plans Detailed

Maintained Temporary Indexes (MTIs)

Adaptive Query Processing (AQP)
[ 0L Plan Cache Snapshots and Event

Manitors
SOL Overview
SOL Attribute Mix

B S0L Performance Monitor
S0L Overview
SOL Attribute Mix
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Database examples

8,000
7,000 -
= 6,000 |

-
S 5,000
2

L 4,000 4
[-*]
B
w» 3,000 ]
(=]
= 2,000

1,000 1 =
= i
u I T T I

T T T T
8:05 AM 8:35 AM 9:05 AM 9:35 AM 10:05 AM 135 AM 11:05AM 11:35AM 12:05 PM 12:35 PM 1:05 PM 1:35 PM

Date - Time
E] Synchronous Eeads Per second (GQL Related) Synchronous Writes Per second (GGL Related) E] Assnchronous Feads Per second (500 Related)
Asynchronous Writes Per econd (30L Related) E Synchronous Eeads Per Second (Mon-50L FEelated) wynchronous Writes Per Second (Mon-30L REelated)

Asynchronous Feads Per Second (Mon-50L Related) Asymchronous Writes Per Second (Mon-50L Eelated)

Opens Per Second

OZRCSRVS/QUSER/455952 14

§
5
N

J098000003/EVYHLIDAL/456630 -~

J098000002/EVYHLIDAL/456302

TRANSLATE/PRODBATCH/ /455255

QOZRCSRVS/QUSER/456670

Full Mame

QOZRCSRVS/QUSER/456618

CLOSEFARMS fRAABE/455253
(L

JO9B000006/ EVYHLIDAL/ 456541
ﬁ S0L Full Opens Per Second @ SCL Pseudo Opens Per Second MHative DB Full Cpens Per Second
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Database — drill down

1/0s Fer 5econd

OPADEV000D, HKESHWANI/ 455834 - T S|

SMPOL[II]I:i

E2IFSAUD/E2FNADMIN/ 454412

SMPOO000]

QPADEVOOIN/DCOMSTOCK/455594

Full Name

QPADEVOO02M/DLUTMER /455836

CRTPFRDTA/QSY5/455123

QPADEV0027 {KTHIEMAN/455618
E; Physical Database 1f0 Reads Per Second Physical Database 1f0 Writes Per Second

Drilling down from Database I/O for a high 1/O period into “Database 1/O by Job
or Task” finds that most of the high 1/O is coming from a single job!
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Storage Allocation

Temporary Storage Allocation by Job or Task

X ™ @ O H

Tempaorary Storage (Megabyies)

QDESRVOS/ Q5Y5/ 091067 frrererrrrrrrrrsr s - l. = l I I I,
QDESRVO4/ O5YS/ 091066 R R W W
QI1ACPDST/QBRMS /091196 1
CRTPFRDTA/Q5Y5/ 099104 e 1
OUMEPRVAGT /QSECOFR/ 091459 e
QZIDASOINIT/QUSER/ 095186 ===+
QDEFSTCCOL/QSYS /091087 sy
QZDASOINIT/ QUSER/ 099166 =y
QZIDASOINIT/QUSER/ 098328 13
QYPSPFRCOL/ OSYS/ 091160 45
QUMECIMOM/ OSECOFR/ 091190
QUMEPRVALGT/ QSECOFR/ 095188 5
QUMEPRVAGT/ QSECOFR/ 091430

Temporary 31orage Allocation (MegaDwies) D Temporary S1orage Deallocation (M egabyies)

Full Name

The Storage Allocation perspective was added with IBM i 7.2 and it allows you to
see storage allocations/deallocations and temporary storage use. Views are
available across the system and for specific jobs
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Monitors
Basic Operations
Work Management
Configuration and Service
MNetwork
Integrated Server Administration
Security
Users and Groups
Database
Journal Management
A Performance
B Investigate Data
Investigate Data Search
[ Health Indicators
System Resources Health Indicators
CPU Health Indicators
Disk Health Indicators
Memaory Pools Health Indicators
Response Time Health Indicators
Collection Services

Database

H B

Disk Watcher
Performance Explorer

s - EKNUDSON

HBE BH

Custom Perspectiv
Manage Collections
B All Tasks
Active Jabs
Diisk Status
Investigate Data Search
Investigate Data
Manage Collections
Performance Management for Power Systems
System Status
B Collections
Convert Collection
Copy Callection
Create Performance Data
Delete Collection

Restore Collection
Save Collection

[ Performance Data Reports
Add Definition
Delete Definition
New Based On
Report Definitions

5/20/2015

Creating reports

=

Add Performance Data Report Definition

Name: |EK Favorites

Description: |Standard reports

Perspectives
Select | Perspective | Package

None

Collection

Collection: | Most Recent
Library: | SIRIUSPFM ¥
Type:

Cover Page

Title:

+| Report definition name
«'| Date created
+| Perspectives

#| Collection name

oK Cancel

Performance Investigator does not let you
schedule reports, but you can run a set of
pre-selected reports all at once

WWW.Siriuscom.com
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Creating reports

Report Definitions - 172.22.51.164

Mame
=L, | Mo filker applieg
_U"Ej Health Indicat
_UHEJ System Owvery
_ﬂ"EJ Resource Con
_ﬂ"|§| Resource Con
_U"Ej Health overvie
_UHEJ EK Favorites

| & - R

Actions =

Create Performance Data Report...

MNew based on...
Delete...
Froperties...
--- List Actions ---
Mew
Save as Favorite
lf-;‘: Refresh
:E:P Advanced Filter

@ Export

@ Configure Options

ce data
ce data
ce data

5/20/2015

Add the reports you want to see
(typically using “latest” collection)
and then run with the “Create
Performance Data Report” option

Velcome 3 || Eeport Defimitions

Create Performance Data Report

Report definition: | B Favorites ¥
Output type: PDF v
Collection: Q032000114 (*CSFILE) - Apr 8, 2015 12:01:14 AM ¥
Library: SIRIUSPFM ¥
Type: Collection Services File Based Collection
oK | (Cancel )

/47 SIRIU
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Disk Watcher

Average Response Time (Milliseconds)

* 1 K B S o ! ) 9
1 | 1 1 1 1 1 1
1
ﬁ -
2
- rsorsoesorey |
5 37
=k T |
A g
o
1
5 -
Awerage Write RKesponze Time Awerage Fead Fesponze Time Ayerage Other 10z Eesponsze Time

Disk Watcher (also requires Performance
Tools) shows a number of more detailed
reports on disk performance for individual
drives or pools
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Job Watcher

Job Watcher shows much more individual detail
on job performance than collection services,
including call stacks, SQL statements, and both
lock object waited on and lock holder (requires
Performance Tools)

Objeer waited an: lage :BEO01COS54 Paal: 2
00000013

Halding job or task: | POFSYMNCOONDOD Interval Sep 13. 2011 B:46:09
' ) ' tmestamp: AN

Show Holder |

Call Stack

--- Select Actian ---+ |
Call Level | Program | Module = Procedure

quede_black_crace

pReceiveBlock__9QuCounterFP 1 1QuBaseTimertwvQ2_ETDOSEnumd4EnumUIQ2 _2QuBwWaitType
seizeConflict__2 1RmslSeizeControlBlockFPl 1RmsIPimpSR PP 1 2AmsISRPERYP 1 SAmsISeizefec
uhrainErizn_E 1RmslSeizeControlBleckFR1 1 RmslFlimpSRER 1 2R msI SR FEntry ®18Rms|PDCInfom
rmslSeizeaddr_ FR11RmsIPlmpSEP

__la__10P0dleurnal FRCZZPOdIoumalPrimarySeize

= o L & W e

seizeObjectsFereurnaledUpdate__FP1EP0dGenencMiDbjectP 1LOPOdIcurnal
a8 updateEntryWithJeumaling_FR 14P0dUpdateEntry

9 uvpdateEntry__ 1 2P0dDirgctonyFRP14P0dUpcateEntry

i0 I::Hu.n-:h:vnc‘rlqul:-t_FF.iﬂl iBsfSynchode
: — 47 SIRIU
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Batch Model

Batch model was introduced in IBM i 7.2,
and requires a Performance Tools license

The purpose of this new function is to help

analyze batch job performance
characteristics as well as predict batch
workload run times after changes are made
to disk, processor, or workload volumes
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System Monitors

The Navigator foriinterface at 7.2 adds support
for both system and message monitors

* System monitor function is similar to the Operations
Navigator monitor, but new monitors are available

» Specify what you want to monitor (e.g. CPU util.)
* Enter a first threshold and the action to take
* Enter a secondary threshold and an action to take

* Message queues including QSYSOPR can be monitored
with an action specified

(New SNDSMTPEMM command works well in conjunction with monitors)

drsmus

JMPUTER SOLL ON
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Creating a system monitor

El Monitors
System Monitors
Message Monitors

= All Tasks
[E] System Monitor

Create New System Monitor
System Monitors

System Monitors - | _ = n

Q | =g ﬁ Actions ¥

Create New System Monitor...

Er"] Monitor
3% ...] No filter applied EVanLTas
SYS_MON_3 Save as Favorite

Disl«_r‘r‘ut::nit-:u|i,,,.ﬂ Refresh

51, )
SYS_MON_2 _“ Advanced Filter
SYS_MON_1 |l Export >t

@ Configure Options

A7SIRIUS
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Iltems that can be monitored

0 Asystem
[~ ®Batch Logical Database /O Rate
— ®
&

Communications Line Utilization (Average]

Communications Line Utilization (Maximum]
® cpy Utilization (Average)
® CPU Utilization (Interactive Jobs)

® cpu utilization (SQL)

® cpu Utilization (Uncapped)

- ® Disk Arm Utilization (Average]

® pisk Arm Utilization (Maximum)

isk Arm Utilization for Independent ASP (Average)

sk Arm Utilization for Independent ASP (Maximum]

® Disk Arm Utilization for Sy

® Diskc Arm Utilization for

® Disk Arm Utilization for User ASP (Average)

® pisk Arm Utilization for Usar ASP (Maximum)

®piskc Storage Utilization (Average)

sk Storage Utilization (Maximum)

® D=k Storage Utilization for Independent ASP {Average)

isk Storage Utilization for Independent ASP (Maximum ]

[ * Disk Storage Utilization for System ASP (Average)

® pisk Storage Utilization for Systam ASP (Maximum)

isk Storage Utilization for User ASP (Average]

sk Storage Utilization for User ASP (Maximum)

Monitors have to be

® [nteractive Response Time (Maximum)

® LAN Utilization (Average

restarted after an IPL

® Machine Pool Faults Rate

®c Shared Processor Pool Utilization (Physical)

® Shared Processor Pool Utilization (Virtual)

® 5100l File Creation Rate

* Temporary Storage Utilization

® Transaction Rate (Interactive]

® User Pool Faults Rate (Average

* User Pool Faults Rate (Maximum]
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Documentation

* Knowledge Center: http://www-
o1.ibm.com/support/knowledgecenter/ssw_ibm i 72/rzahx/rzahxwebnavperform
ance.htm?lang=en

* |IBMiPerformance FAQ: http://www-01.ibm.com/common/ssi/cgi-
bin/ssialias?subtype=WH&infotype=SA&appname=STGE_PO_PO_USEN&htmlfid=
POW03102USEN&attachment=POW03102USEN.PDF

* DeveloperWorks: http://www.ibm.com/developerworks/ibmi/library/i-
pdi/index.html

 Performance Management on i: http://www-
03.ibm.com/systems/power/software/i/management/performance/index.html

* “iCan” blog: http://www.ibmsystemsmag.com/Blogs/i-Can/

* Performance Capabilities Reference: http://www-
03.ibm.com/systems/resources/systems_power software i perfmgmt pcrm_ap
r2014.pdf

* V6R1 performance redbook:
http://www.redbooks.ibm.com/redbooks/pdfs/sg247808.pdf

* Health Indicators redpaper:
http://www.redbooks.ibm.com/redpapers/pdfs/redp5150.pdf
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